Elementary Matrices

Elementary Matrices

If we start with the identity matrix / and then perform exactly one elementary row
operation, the resulting matrix 1s called an elementary matrix.

There are three types of elementary matrices corresponding to the three types of
elementary row operations.
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Type | Anelementary matrix of type I is a matrix obtained by interchanging two rows
of I.

EXAMPLE | The matrix

E, =

0O 1 O
1 0 0
0 0 1

is an elementary matrix of type I since it was obtained by interchanging the first two
rows of . If A is a 3 x 3 matrix, then

dip dp3 dpy; dy dx

EA = ay ap | =\|an ap ap

ay as ay; azyp ass

ap a3 (0 1 0 ap ap aps

AE, = 621 ay axn 1 0 Oy =1]axn an axn
0O O

ay; azyp ass 1 ayp, das; ass
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Type Il An elementary matrix of type II is a matrix obtained by multiplying a row of
[ by a nonzero constant.

EXAMPLE 2

1 0 0
0 1 O
0 0 3

is an elementary matrix of type II. If A is a 3 x 3 matrix, then

' l I ap a3 ) apn  ap a13l
EA = ap ap | =\ ay ax»n axn
0 0 3 az dzz 3(131 3(132 3(,133
app a3 ajy ap 3ap
AE, = a azsl | = |a21 ax 3axs
azy asz 0 0 3 a1 az  3asz |
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Type Il An elementary matrix of type III is a matrix obtained from / by adding a
multiple of one row to another row.

EXAMPLE 3

Ey =
0 0 1

1 0 3
0 1 0

is an elementary matrix of type III. If A is a 3 x 3 matrix, then

ay; +3a3  ap +3azx  apz+ 3asn
E3A = ay a a l
as asp as3
app app 3ap +ap
AE; = I a1 axp 3a + ax;
as; azx 3as + ass
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EXERCISES

1. Which of the matrices that follow are elementary
matrices? Classity each elementary matrix by type.

0 1 2 0
(3)[10] “”[03

1 0 O 1 0 O
¢ O 1 O d |0 5 0

5 0 1 0 0 1
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Theorem 1.5.1 IfE is an elementary matrix, then E is nonsingular and E~" is an elementary matrix of
the same type.

EXERCISES

2. Find the inverse of each matrix in Exercise 1. For
each elementary matrix, verity that its inverse 1s an
elementary matrix of the same type.
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Definition | A matrix B is row equivalent to a matrix A if there exists a finite sequence
E\,E,,...,E; of elementary matrices such that

B=EkE,_, - -EA

The following properties of row equivalent matrices are easily established.

I. If A 1s row equivalent to B, then B 1s row equivalent to A.

II. If A 1s row equivalent to B, and B is row equivalent to C, then A 1s row
equivalent to C.

Proof
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EXERCISES
S. Let

A=

1 2 4
2 1 3], B
1 0 2

4
C=1]1]0 -1 -3
6

(a) Find an elementary matrix E such that
FA = B.

(b) Find an elementary matrix F such that
FB = C.
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Theorem 1.5.2 Equivalent Conditions for Nonsingularity

Let A be an n x n matrix. The following are equivalent:

(a) A is nonsingular.
(b) Ax = 0 has only the trivial solution 0.
(c) A is row equivalent to 1.

Proof

Corollary 1.5.3  The system AX = b of n linear equations in n unknowns has a unique solution (zi and )
only if A is nonsingular.

Proof
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EXERCISES

16. Let A be a 3 x 3 matrix and suppose that

a, = 3a, — 2a;3

Will the system Ax = 0 have a nontrivial solution? /2
[s A nonsingular? Explain your answers. Vo, by The

CZJ -3 a, +-=2 &/550 — (7///%2/7});[)/_3/2) ) S zf%z;‘”.
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If Ais nonsilgular@ A 1s row equivalent to / and hence there exist elementary
matrices £, ..., E; such that

EEr - EA=1I

_—

Multiplying both sides of this equation on the right by A~!, we obtain

EEp—y---Exl=A""

P

Thus the same series of elementary row operations that transforms a nonsingular matrix
A into I will transform [ into A~'. This gives us a method for computing A~".

EXAMPLE 4 Compute A~ if AT Rrc ~
 —
1 4 3 B _)
A=]-1 =2 0 [T1AD
2 3
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Thus

l— == 2]

o —  =|— D —

EXAMPLE 5 Solve the system

Ao - b
4 3 ) s X1 +4x 4+ 3= 12 — w-FA b
;} 7 /:)’(/ﬂ —X| — 21 =12
o 9 2+ 24+ 3x= 8
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Solution

The coefficient matrix of this system is the matrix A of the last example. The solution

of the system is then

x=A"'b=

N — Fa|— b2 —

STUDENTS-HUB.com

N — -lh-l-— b | —

5| EE

Uploaded By: Rawan Fares



EXERCISES

9. Let
1 0 1
A=1]13 3 4
2 2 3
(a) Verity that
1 2 =3 i 3
Al=]-1 1 -1 AH=1
0 —2 3 Yy ﬂ ﬁﬁs I
(b) Use A~! to solve Ax = b for the following
choices of b. - //)_/ A
(i) b=(1,1,1) (ii) b = (1,2,3)"

- e L T
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Diagonal and Triangular Matrices

An n x n matrix A is said to be upper triangular if a;; = 0 for i > j and lower triangular
if a; = 0 fori < j. Also, A is said to be triangular if it is either upper triangular or
lower triangular. For example, the 3 x 3 matrices

N2 1 0 0
0 | and 6 \0\0
0 0N I 4

are both triangular. The first is upper triangular and the second is lower triangular.
A triangular matrix may have 0’s on the diagonal. However, for a linear system
Ax = b to be in strict triangular form, the coefficient matrix A must be upper triangular
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An n x n matrix A is diagonal 1t a;; = 0 whenever i # j. The matrices

ENTRI IS S R

are all diagonal. A diagonal matrix 1s both upper triangular and lower triangular.
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Triangular Factorization

If an n x n matrix A can be reduced to @i@upper triangular form using only row
operation III, then it is possible to represent the reduction process in terms of a matrix
factorization. We illustrate how this 1s done in the next example.

A- LU
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EXAMPLE 6 Let

A =

|- LU

and let us use only row operation III to carry out the reduction process. At the first step,
we subtract % times the first row from the second and then we subtract twice the first
row from the third.

.

R 2k, 1 1

4 5
To keep track of the multiples of the first row that were subtracted, we set [»; =

% and /33y = 2. We complete the elimination process by eliminating the —9 in

the (3.2) position.

2 4 2 2 4 2
Ps 43Ky o 3 1|—=1]0 @ 1]. U
O —9 5 O O
Let /I3 = —3, the multiple of the second row subtracted from the third row. If we call
the resulting matrix U and set

1 0 0 1 0 O
L — [ I, 1 0 ] =13 1 0
[31 3> 1 2 —3 1
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To see why the factorization in Example 6 works, let us view the reduction process
in terms of elementary matrices. The three row operations that were applied to the
matrix A can be represented in terms of multiplications by elementary matrices

/egf’z}? ME p—l/?@[

o 9 EsE>E/A=U ()op 00 (3)
3 +3 e | ( >
where ‘ E Zof)’——-‘a £,
1 O O 1 O 0 1 0O O
Ey=| -t 1 ol|.E=] o 1 ol.E=|0o 1 o
0 O 1 —2 O 1 O 3 1

correspond to the row operations in the reduction process. Since each of the elementary
matrices i1s nonsingular, we can multiply equation (3) by their inverses.

—1 —1 —1
A=E'E;'E;'U

[ We multiply in reverse order because (E3FE>FE)) = EI_IEZ_IE:;I .] However, when the
inverses are multiplied 1n this order, the multuphiers />, /31, /32 fill 1in below the diagonal

1n the product:

ET'ES'E7]' =

0
O 0 1 O = L
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EXERCISES

6. Let

2 1
A= |6 4
4 1

(a) Find elementary matrices E,, E>, E5 such that
EsE>SE A = U
where U is an upper triangular matrix.

(b) Determine the inverses of E,, E>, FE3 and set
I. = E;'E;'E;'. What type of matrix is L?

Verify that A = LU.

1
5
3

Example Show that the following matrix cannot be factored directly as A = LU':

A =
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