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9.1 Introduction
Imagine tossing two coins and observing whether 0, 1, or 2 heads are obtained. It would
be natural to guess that each of these events occurs about one-third of the time, but in
fact this is not the case. Table 9.1.1 below shows actual data obtained from tossing two
quarters 50 times.

Table 9.1.1 Experimental Data Obtained from Tossing Two Quarters 50 Times

Frequency Relative Frequency
(Number of times (Fraction of times

Event Tally the event occurred) the event occurred)

2 heads obtained |||| |||| | 11 22%

1 head obtained |||| |||| |||| |||| |||| || 27 54%

0 heads obtained |||| |||| || 12 24%

As you can see, the relative frequency of obtaining exactly 1 head was roughly twice
as great as that of obtaining either 2 heads or 0 heads. It turns out that the mathematical
theory of probability can be used to predict that a result like this will almost always occur.
To see how, call the two coins A and B, and suppose that each is perfectly balanced.
Then each has an equal chance of coming up heads or tails, and when the two are tossed
together, the four outcomes pictured in Figure 9.1.2 are all equally likely.

A B A B A B A B

2 heads obtained 1 head obtained 0 heads obtained

Figure 9.1.2 Equally Likely Outcomes from Tossing Two Balanced Coins

Figure 9.1.2 shows that there is a 1 in 4 chance of obtaining two heads and a 1 in
4 chance of obtaining no heads. The chance of obtaining one head, however, is 2 in 4
because either A could come up heads and B tails or B could come up heads and A tails.
So if you repeatedly toss two balanced coins and record the number of heads, you should
expect relative frequencies similar to those shown in Table 9.1.1.

To formalize this analysis and extend it to more complex situations, we introduce the
notions of random process, sample space, event and probability. To say that a process
is random means that when it takes place, one outcome from some set of outcomes is
sure to occur, but it is impossible to predict with certainty which outcome that will be.
For instance, if an ordinary person performs the experiment of tossing an ordinary coin
into the air and allowing it to fall flat on the ground, it can be predicted with certainty
that the coin will land either heads up or tails up (so the set of outcomes can be denoted
{heads, tails}), but it is not known for sure whether heads or tails will occur. We restricted
this experiment to ordinary people because a skilled magician can toss a coin in a way
that appears random but is not, and a physicist equipped with first-rate measuring devices
may be able to analyze all the forces on the coin and correctly predict its landing position.
Just a few of many examples of random processes or experiments are choosing winners
in state lotteries, selecting respondents in public opinion polls, and choosing subjects to
receive treatments or serve as controls in medical experiments. The set of outcomes that
can result from a random process or experiment is called a sample space.
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518 Chapter 9 Counting and Probability

• Definition

A sample space is the set of all possible outcomes of a random process or experiment.
An event is a subset of a sample space.

In case an experiment has finitely many outcomes and all outcomes are equally likely
to occur, the probability of an event (set of outcomes) is just the ratio of the number
of outcomes in the event to the total number of outcomes. Strictly speaking, this result
can be deduced from a set of axioms for probability formulated in 1933 by the Russian
mathematician A. N. Kolmogorov. In Section 9.8 we discuss the axioms and show how to
derive their consequences formally. At present, we take a naïve approach to probability
and simply state the result as a principle.

Equally Likely Probability Formula

If S is a finite sample space in which all outcomes are equally likely and E is an
event in S, then the probability of E, denoted P(E), is

P(E) = the number of outcomes in E
the total number of outcomes in S

.

• Notation

For any finite set A, N (A) denotes the number of elements in A.

With this notation, the equally likely probability formula becomes

P(E) = N (E)

N (S)
.

Example 9.1.1 Probabilities for a Deck of Cards

An ordinary deck of cards contains 52 cards divided into four suits. The red suits are
diamonds (!) and hearts ( ) and the black suits are clubs (♣) and spades (♠). Each
suit contains 13 cards of the following denominations: 2, 3, 4, 5, 6, 7, 8, 9, 10, J (jack),
Q (queen), K (king), and A (ace). The cards J, Q, and K are called face cards.

Mathematician Persi Diaconis, working with David Aldous in 1986 and Dave Bayer
in 1992, showed that seven shuffles are needed to “thoroughly mix up” the cards in an
ordinary deck. In 2000 mathematician Nick Trefethen, working with his father, Lloyd
Trefethen, a mechanical engineer, used a somewhat different definition of “thoroughly
mix up” to show that six shuffles will nearly always suffice. Imagine that the cards in a
deck have become—by some method—so thoroughly mixed up that if you spread them
out face down and pick one at random, you are as likely to get any one card as any other.

a. What is the sample space of outcomes?

b. What is the event that the chosen card is a black face card?

c. What is the probability that the chosen card is a black face card?
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b. What is the event that the chosen card is a black face card?

c. What is the probability that the chosen card is a black face card?
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a. What is the sample space of outcomes?

b. What is the event that the chosen card is a black face card?

c. What is the probability that the chosen card is a black face card?

Part	1	

è	the	52	cards	in	the	deck.	

è	E	=	{J�,	Q�,	K�,	J�,	Q�,	K�}	
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Solution

a. The outcomes in the sample space S are the 52 cards in the deck.

b. Let E be the event that a black face card is chosen. The outcomes in E are the jack,
queen, and king of clubs and the jack, queen, and king of spades. Symbolically,

E = {J♣, Q♣, K♣, J♠, Q♠, K♠}.
c. By part (b), N (E) = 6, and according to the description of the situation, all 52 out-

comes in the sample space are equally likely. Therefore, by the equally likely proba-
bility formula, the probability that the chosen card is a black face card is

P(E) = N (E)

N (S)
= 6

52
∼= 11.5%. ■

Example 9.1.2 Rolling a Pair of Dice

A die is one of a pair of dice. It is a cube with six sides, each containing from one to six
dots, called pips. Suppose a blue die and a gray die are rolled together, and the numbers
of dots that occur face up on each are recorded. The possible outcomes can be listed as
follows, where in each case the die on the left is blue and the one on the right is gray.

A more compact notation identifies, say, with the notation 24, with 53,
and so forth.

a. Use the compact notation to write the sample space S of possible outcomes.

b. Use set notation to write the event E that the numbers showing face up have a sum of
6 and find the probability of this event.

Solution

a. S = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, 31, 32, 33, 34, 35, 36, 41, 42, 43,

44, 45, 46, 51, 52, 53, 54, 55, 56, 61, 62, 63, 64, 65, 66}.
b. E = {15, 24, 33, 42, 51}.
The probability that the sum of the numbers is 6 = P(E) = N (E)

N (S)
= 5

36
. ■

The next example is called the Monty Hall problem after the host of an old game
show, “Let’s Make A Deal.” When it was originally publicized in a newspaper column
and on a radio show, it created tremendous controversy. Many highly educated people,
even some with Ph.D.’s, submitted incorrect solutions or argued vociferously against the
correct solution. Before you read the answer, think about what your own response to the
situation would be.
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a.  Write the sample space S of possible outcomes (using 
compact notion).

b. write the event E that the numbers showing face up have 
a sum of 6 and find the probability of this event.

9.1 Introduction 519

Solution

a. The outcomes in the sample space S are the 52 cards in the deck.

b. Let E be the event that a black face card is chosen. The outcomes in E are the jack,
queen, and king of clubs and the jack, queen, and king of spades. Symbolically,

E = {J♣, Q♣, K♣, J♠, Q♠, K♠}.
c. By part (b), N (E) = 6, and according to the description of the situation, all 52 out-

comes in the sample space are equally likely. Therefore, by the equally likely proba-
bility formula, the probability that the chosen card is a black face card is

P(E) = N (E)

N (S)
= 6

52
∼= 11.5%. ■

Example 9.1.2 Rolling a Pair of Dice

A die is one of a pair of dice. It is a cube with six sides, each containing from one to six
dots, called pips. Suppose a blue die and a gray die are rolled together, and the numbers
of dots that occur face up on each are recorded. The possible outcomes can be listed as
follows, where in each case the die on the left is blue and the one on the right is gray.

A more compact notation identifies, say, with the notation 24, with 53,
and so forth.

a. Use the compact notation to write the sample space S of possible outcomes.

b. Use set notation to write the event E that the numbers showing face up have a sum of
6 and find the probability of this event.

Solution

a. S = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, 31, 32, 33, 34, 35, 36, 41, 42, 43,

44, 45, 46, 51, 52, 53, 54, 55, 56, 61, 62, 63, 64, 65, 66}.
b. E = {15, 24, 33, 42, 51}.
The probability that the sum of the numbers is 6 = P(E) = N (E)

N (S)
= 5

36
. ■

The next example is called the Monty Hall problem after the host of an old game
show, “Let’s Make A Deal.” When it was originally publicized in a newspaper column
and on a radio show, it created tremendous controversy. Many highly educated people,
even some with Ph.D.’s, submitted incorrect solutions or argued vociferously against the
correct solution. Before you read the answer, think about what your own response to the
situation would be.
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a. The outcomes in the sample space S are the 52 cards in the deck.

b. Let E be the event that a black face card is chosen. The outcomes in E are the jack,
queen, and king of clubs and the jack, queen, and king of spades. Symbolically,

E = {J♣, Q♣, K♣, J♠, Q♠, K♠}.
c. By part (b), N (E) = 6, and according to the description of the situation, all 52 out-

comes in the sample space are equally likely. Therefore, by the equally likely proba-
bility formula, the probability that the chosen card is a black face card is

P(E) = N (E)

N (S)
= 6

52
∼= 11.5%. ■

Example 9.1.2 Rolling a Pair of Dice

A die is one of a pair of dice. It is a cube with six sides, each containing from one to six
dots, called pips. Suppose a blue die and a gray die are rolled together, and the numbers
of dots that occur face up on each are recorded. The possible outcomes can be listed as
follows, where in each case the die on the left is blue and the one on the right is gray.

A more compact notation identifies, say, with the notation 24, with 53,
and so forth.

a. Use the compact notation to write the sample space S of possible outcomes.

b. Use set notation to write the event E that the numbers showing face up have a sum of
6 and find the probability of this event.

Solution

a. S = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, 31, 32, 33, 34, 35, 36, 41, 42, 43,

44, 45, 46, 51, 52, 53, 54, 55, 56, 61, 62, 63, 64, 65, 66}.
b. E = {15, 24, 33, 42, 51}.
The probability that the sum of the numbers is 6 = P(E) = N (E)

N (S)
= 5

36
. ■

The next example is called the Monty Hall problem after the host of an old game
show, “Let’s Make A Deal.” When it was originally publicized in a newspaper column
and on a radio show, it created tremendous controversy. Many highly educated people,
even some with Ph.D.’s, submitted incorrect solutions or argued vociferously against the
correct solution. Before you read the answer, think about what your own response to the
situation would be.
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Solution

a. The outcomes in the sample space S are the 52 cards in the deck.

b. Let E be the event that a black face card is chosen. The outcomes in E are the jack,
queen, and king of clubs and the jack, queen, and king of spades. Symbolically,

E = {J♣, Q♣, K♣, J♠, Q♠, K♠}.
c. By part (b), N (E) = 6, and according to the description of the situation, all 52 out-

comes in the sample space are equally likely. Therefore, by the equally likely proba-
bility formula, the probability that the chosen card is a black face card is

P(E) = N (E)

N (S)
= 6

52
∼= 11.5%. ■

Example 9.1.2 Rolling a Pair of Dice

A die is one of a pair of dice. It is a cube with six sides, each containing from one to six
dots, called pips. Suppose a blue die and a gray die are rolled together, and the numbers
of dots that occur face up on each are recorded. The possible outcomes can be listed as
follows, where in each case the die on the left is blue and the one on the right is gray.

A more compact notation identifies, say, with the notation 24, with 53,
and so forth.

a. Use the compact notation to write the sample space S of possible outcomes.

b. Use set notation to write the event E that the numbers showing face up have a sum of
6 and find the probability of this event.

Solution

a. S = {11, 12, 13, 14, 15, 16, 21, 22, 23, 24, 25, 26, 31, 32, 33, 34, 35, 36, 41, 42, 43,

44, 45, 46, 51, 52, 53, 54, 55, 56, 61, 62, 63, 64, 65, 66}.
b. E = {15, 24, 33, 42, 51}.
The probability that the sum of the numbers is 6 = P(E) = N (E)

N (S)
= 5

36
. ■

The next example is called the Monty Hall problem after the host of an old game
show, “Let’s Make A Deal.” When it was originally publicized in a newspaper column
and on a radio show, it created tremendous controversy. Many highly educated people,
even some with Ph.D.’s, submitted incorrect solutions or argued vociferously against the
correct solution. Before you read the answer, think about what your own response to the
situation would be.
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520 Chapter 9 Counting and Probability

Example 9.1.3 The Monty Hall Problem

There are three doors on the set for a game show. Let’s call them A, B, and C . If you pick
the right door you win the prize. You pick door A. The host of the show, Monty Hall,
then opens one of the other doors and reveals that there is no prize behind it. Keeping
the remaining two doors closed, he asks you whether you want to switch your choice to
the other closed door or stay with your original choice of door A. What should you do if
you want to maximize your chance of winning the prize: stay with door A or switch—or
would the likelihood of winning be the same either way?

B C B C B C

Case 1 Case 2 Case 3

Solution At the point just before the host opens one of the closed doors, there is no
information about the location of the prize. Thus there are three equally likely possi-
bilities for what lies behind the doors: (Case 1) the prize is behind A (i.e., it is not behind
either B or C), (Case 2) the prize is behind B; (Case 3) the prize is behind C .

Since there is no prize behind the door the host opens, in Case 1 the host could open
either door and you would win by staying with your original choice: door A. In Case 2
the host must open door C , and so you would win by switching to door B. In Case 3 the
host must open door B, and so you would win by switching to door C . Thus, in two of the
three equally likely cases, you would win by switching from A to the other closed door.
In only one of the three equally likely cases would you win by staying with your original
choice. Therefore, you should switch.

A reality note: The analysis used for this solution applies only if the host always opens
one of the closed doors and offers the contestant the choice of staying with the original
choice or switching. In the original show, Monty Hall made this offer only occasionally—
most often when he knew the contestant had already chosen the correct door. ■

Many of the fundamental principles of probability were formulated in the mid-1600s
in an exchange of letters between Pierre de Fermat and Blaise Pascal in response to ques-
tions posed by a French nobleman interested in games of chance. In 1812, Pierre-Simon
Laplace published the first general mathematical treatise on the subject and extended the
range of applications to a variety of scientific and practical problems.
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Pierre-Simon Laplace
(1749–1827)

Counting the Elements of a List
Some counting problems are as simple as counting the elements of a list. For instance,
how many integers are there from 5 through 12? To answer this question, imagine going
along the list of integers from 5 to 12, counting each in turn.

list: 5 6 7 8 9 10 11 12
↕ ↕ ↕ ↕ ↕ ↕ ↕ ↕

count: 1 2 3 4 5 6 7 8

So the answer is 8.
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More generally, if m and n are integers and m ≤ n, how many integers are there from
m through n? To answer this question, note that n = m + (n − m), where n − m ≥ 0
[since n ≥ m]. Note also that the element m + 0 is the first element of the list, the element
m + 1 is the second element, the element m + 2 is the third, and so forth. In general, the
element m + i is the (i + 1)st element of the list.

list: m(= m + 0) m + 1 m + 2 . . . n (= m + (n − m))
↕ ↕ ↕ ↕

count: 1 2 3 . . . (n − m) + 1

And so the number of elements in the list is n − m + 1.
This general result is important enough to be restated as a theorem, the formal proof of

which uses mathematical induction. (See exercise 28 at the end of this section.) The heart
of the proof is the observation that if the list m, m + 1, . . . , k has k − m + 1 numbers,
then the list m, m + 1, . . . , k, k + 1 has (k − m + 1) + 1 = (k + 1)− m + 1 numbers.

Theorem 9.1.1 The Number of Elements in a List

If m and n are integers and m ≤ n, then there are n − m + 1 integers from m to n
inclusive.

Example 9.1.4 Counting the Elements of a Sublist

a. How many three-digit integers (integers from 100 to 999 inclusive) are divisible by 5?

b. What is the probability that a randomly chosen three-digit integer is divisible by 5?

Solution

a. Imagine writing the three-digit integers in a row, noting those that are multiples of 5
and drawing arrows between each such integer and its corresponding multiple of 5.

100 101 102 103 104 105 106 107 108 109 110 · · · 994 995 996 997 998 999
↕ ↕ ↕ ↕

5 ·20 5 ·21 5 ·22 5 ·199

From the sketch it is clear that there are as many three-digit integers that are multi-
ples of 5 as there are integers from 20 to 199 inclusive. By Theorem 9.1.1, there are
199− 20 + 1, or 180, such integers. Hence there are 180 three-digit integers that are
divisible by 5.

b. By Theorem 9.1.1 the total number of integers from 100 through 999 is 999− 100 +
1 = 900. By part (a), 180 of these are divisible by 5. Hence the probability that a
randomly chosen three-digit integer is divisible by 5 is 180/900 = 1/5. ■

Example 9.1.5 Application: Counting Elements of a One-Dimensional Array

Analysis of many computer algorithms requires skill at counting the elements of a
one-dimensional array. Let A[1], A[2], . . . , A[n] be a one-dimensional array, where n
is a positive integer.

a. Suppose the array is cut at a middle value A[m] so that two subarrays are formed:

(1) A[1], A[2], . . . , A[m] and (2) A[m + 1], A[m + 2], . . . , A[n].
How many elements does each subarray have?

b. What is the probability that a randomly chosen element of the array has an even
subscript

(i) if n is even? (ii) if n is odd?
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More generally, if m and n are integers and m ≤ n, how many integers are there from
m through n? To answer this question, note that n = m + (n − m), where n − m ≥ 0
[since n ≥ m]. Note also that the element m + 0 is the first element of the list, the element
m + 1 is the second element, the element m + 2 is the third, and so forth. In general, the
element m + i is the (i + 1)st element of the list.

list: m(= m + 0) m + 1 m + 2 . . . n (= m + (n − m))
↕ ↕ ↕ ↕

count: 1 2 3 . . . (n − m) + 1

And so the number of elements in the list is n − m + 1.
This general result is important enough to be restated as a theorem, the formal proof of

which uses mathematical induction. (See exercise 28 at the end of this section.) The heart
of the proof is the observation that if the list m, m + 1, . . . , k has k − m + 1 numbers,
then the list m, m + 1, . . . , k, k + 1 has (k − m + 1) + 1 = (k + 1)− m + 1 numbers.

Theorem 9.1.1 The Number of Elements in a List

If m and n are integers and m ≤ n, then there are n − m + 1 integers from m to n
inclusive.

Example 9.1.4 Counting the Elements of a Sublist

a. How many three-digit integers (integers from 100 to 999 inclusive) are divisible by 5?

b. What is the probability that a randomly chosen three-digit integer is divisible by 5?

Solution

a. Imagine writing the three-digit integers in a row, noting those that are multiples of 5
and drawing arrows between each such integer and its corresponding multiple of 5.

100 101 102 103 104 105 106 107 108 109 110 · · · 994 995 996 997 998 999
↕ ↕ ↕ ↕

5 ·20 5 ·21 5 ·22 5 ·199

From the sketch it is clear that there are as many three-digit integers that are multi-
ples of 5 as there are integers from 20 to 199 inclusive. By Theorem 9.1.1, there are
199− 20 + 1, or 180, such integers. Hence there are 180 three-digit integers that are
divisible by 5.

b. By Theorem 9.1.1 the total number of integers from 100 through 999 is 999− 100 +
1 = 900. By part (a), 180 of these are divisible by 5. Hence the probability that a
randomly chosen three-digit integer is divisible by 5 is 180/900 = 1/5. ■

Example 9.1.5 Application: Counting Elements of a One-Dimensional Array

Analysis of many computer algorithms requires skill at counting the elements of a
one-dimensional array. Let A[1], A[2], . . . , A[n] be a one-dimensional array, where n
is a positive integer.

a. Suppose the array is cut at a middle value A[m] so that two subarrays are formed:

(1) A[1], A[2], . . . , A[m] and (2) A[m + 1], A[m + 2], . . . , A[n].
How many elements does each subarray have?

b. What is the probability that a randomly chosen element of the array has an even
subscript

(i) if n is even? (ii) if n is odd?
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Some counting problems are as simple as counting the elements of a list. �
E.g., how many integers are there from 5 through 12? 
 

Uploaded By: anonymousSTUDENTS-HUB.com



15	

Coun6ng	the	Elements	of	a	Sublist	

a.  How many three-digit integers (integers from 100 to 999 inclusive) 
are divisible by 5? 

b.   What is the probability that a randomly chosen three-digit integer 
is divisible by 5?

9.1 Introduction 521

More generally, if m and n are integers and m ≤ n, how many integers are there from
m through n? To answer this question, note that n = m + (n − m), where n − m ≥ 0
[since n ≥ m]. Note also that the element m + 0 is the first element of the list, the element
m + 1 is the second element, the element m + 2 is the third, and so forth. In general, the
element m + i is the (i + 1)st element of the list.

list: m(= m + 0) m + 1 m + 2 . . . n (= m + (n − m))
↕ ↕ ↕ ↕

count: 1 2 3 . . . (n − m) + 1

And so the number of elements in the list is n − m + 1.
This general result is important enough to be restated as a theorem, the formal proof of

which uses mathematical induction. (See exercise 28 at the end of this section.) The heart
of the proof is the observation that if the list m, m + 1, . . . , k has k − m + 1 numbers,
then the list m, m + 1, . . . , k, k + 1 has (k − m + 1) + 1 = (k + 1)− m + 1 numbers.

Theorem 9.1.1 The Number of Elements in a List

If m and n are integers and m ≤ n, then there are n − m + 1 integers from m to n
inclusive.

Example 9.1.4 Counting the Elements of a Sublist

a. How many three-digit integers (integers from 100 to 999 inclusive) are divisible by 5?

b. What is the probability that a randomly chosen three-digit integer is divisible by 5?

Solution

a. Imagine writing the three-digit integers in a row, noting those that are multiples of 5
and drawing arrows between each such integer and its corresponding multiple of 5.

100 101 102 103 104 105 106 107 108 109 110 · · · 994 995 996 997 998 999
↕ ↕ ↕ ↕

5 ·20 5 ·21 5 ·22 5 ·199

From the sketch it is clear that there are as many three-digit integers that are multi-
ples of 5 as there are integers from 20 to 199 inclusive. By Theorem 9.1.1, there are
199− 20 + 1, or 180, such integers. Hence there are 180 three-digit integers that are
divisible by 5.

b. By Theorem 9.1.1 the total number of integers from 100 through 999 is 999− 100 +
1 = 900. By part (a), 180 of these are divisible by 5. Hence the probability that a
randomly chosen three-digit integer is divisible by 5 is 180/900 = 1/5. ■

Example 9.1.5 Application: Counting Elements of a One-Dimensional Array

Analysis of many computer algorithms requires skill at counting the elements of a
one-dimensional array. Let A[1], A[2], . . . , A[n] be a one-dimensional array, where n
is a positive integer.

a. Suppose the array is cut at a middle value A[m] so that two subarrays are formed:

(1) A[1], A[2], . . . , A[m] and (2) A[m + 1], A[m + 2], . . . , A[n].
How many elements does each subarray have?

b. What is the probability that a randomly chosen element of the array has an even
subscript

(i) if n is even? (ii) if n is odd?
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More generally, if m and n are integers and m ≤ n, how many integers are there from
m through n? To answer this question, note that n = m + (n − m), where n − m ≥ 0
[since n ≥ m]. Note also that the element m + 0 is the first element of the list, the element
m + 1 is the second element, the element m + 2 is the third, and so forth. In general, the
element m + i is the (i + 1)st element of the list.

list: m(= m + 0) m + 1 m + 2 . . . n (= m + (n − m))
↕ ↕ ↕ ↕

count: 1 2 3 . . . (n − m) + 1

And so the number of elements in the list is n − m + 1.
This general result is important enough to be restated as a theorem, the formal proof of

which uses mathematical induction. (See exercise 28 at the end of this section.) The heart
of the proof is the observation that if the list m, m + 1, . . . , k has k − m + 1 numbers,
then the list m, m + 1, . . . , k, k + 1 has (k − m + 1) + 1 = (k + 1)− m + 1 numbers.

Theorem 9.1.1 The Number of Elements in a List

If m and n are integers and m ≤ n, then there are n − m + 1 integers from m to n
inclusive.

Example 9.1.4 Counting the Elements of a Sublist

a. How many three-digit integers (integers from 100 to 999 inclusive) are divisible by 5?

b. What is the probability that a randomly chosen three-digit integer is divisible by 5?

Solution

a. Imagine writing the three-digit integers in a row, noting those that are multiples of 5
and drawing arrows between each such integer and its corresponding multiple of 5.

100 101 102 103 104 105 106 107 108 109 110 · · · 994 995 996 997 998 999
↕ ↕ ↕ ↕

5 ·20 5 ·21 5 ·22 5 ·199

From the sketch it is clear that there are as many three-digit integers that are multi-
ples of 5 as there are integers from 20 to 199 inclusive. By Theorem 9.1.1, there are
199− 20 + 1, or 180, such integers. Hence there are 180 three-digit integers that are
divisible by 5.

b. By Theorem 9.1.1 the total number of integers from 100 through 999 is 999− 100 +
1 = 900. By part (a), 180 of these are divisible by 5. Hence the probability that a
randomly chosen three-digit integer is divisible by 5 is 180/900 = 1/5. ■

Example 9.1.5 Application: Counting Elements of a One-Dimensional Array

Analysis of many computer algorithms requires skill at counting the elements of a
one-dimensional array. Let A[1], A[2], . . . , A[n] be a one-dimensional array, where n
is a positive integer.

a. Suppose the array is cut at a middle value A[m] so that two subarrays are formed:

(1) A[1], A[2], . . . , A[m] and (2) A[m + 1], A[m + 2], . . . , A[n].
How many elements does each subarray have?

b. What is the probability that a randomly chosen element of the array has an even
subscript

(i) if n is even? (ii) if n is odd?
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Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

999	−	100	+	1	=	900.	
180/900	=	1/5.	

Part	2	

From the sketch it is clear that there are as many three-digit integers that are multiples of 5 as �
there are integers from 20 to 199 inclusive. By Theorem 9.1.1, there are 199 − 20 + 1, or 180, �
such integers. Hence there are 180 three-digit integers that are divisible by 5. 

By Theorem 9.1.1 the total number of integers from 100 through 999 is 999 − 100 + 1 
= 900. By part (a), 180 of these are divisible by 5. Hence the probability that a 
randomly chosen three-digit integer is divisible by 5 is 180/900 = 1/5.
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9.2 Possibility Trees and the Multiplication Rule

In this lecture:

 Part 1: Possibility Trees

 Part 2: Multiplication Rule

 Part 3: Permutations

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 
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4,

Possibility Trees
Teams A and B are to play each other repeatedly until one wins 
two games in a row or a total of three games

a- How many ways can the tournament be played?
b- Assuming that all the ways of playing the tournament are equally likely, what
is the probability that five games are needed to determine the tournament 
winner? 
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Possibility Trees

Teams A and B are to play each other repeatedly until one wins 
two games in a row or a total of three games

a. A–A, A–B–A–A, A–B–A–B–A, A–B–A–B–B, A–B–B, 
B–A–A, B–A–B–A–A, B–A–B–A–B, B–A–B–B, and B–B. 
* In five cases A wins, and in the other five B wins.

b. Since all the possible ways of playing the tournament listed in 
part (a) are assumed to be equally likely, and the listing shows that
five games are needed in four different cases (A–B–A–B–A, 
A–B–A–B–B, B–A–B–A–B, and B–A–B–A–A), the probability that
five games are needed is 4/10 = 2/5 = 40%. 

6,

We have 4 computers (A,B,C,D) and 3 printers (X,Y,Z). Each of
these printers is connected with each of the computers. Suppose
you want to print something through one of the computers, How
many possibilities for you have?

Possibility Trees

3+3+3+3 = 4·3 = 12.
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Possibility Trees

A person buying a personal computer system is offered a 
choice of three models of the basic unit, two models of 
keyboard, and two models of printer. 
How many distinct systems can be purchased? 

8,

Notices that representing the possibilities in a 
tree structure is a useful tool for tracking all 
possibilities in situations in which events 
happen in order.

Possibility Trees
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9.2 Possibility Trees and the Multiplication Rule

In this lecture:

 Part 1: Possibility Trees

Part 2: Multiplication Rule

Part 3: Permutations

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 
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10,

The Multiplication Rule

Uploaded By: anonymousSTUDENTS-HUB.com



06-Jan-22

6

11,

A typical PIN (personal identification number) is a sequence of any 
four symbols chosen from the 26 letters in the alphabet and the 10 
digits, with repetition allowed. 
How many different PINs are possible?

Counting Example 1

12,

A typical PIN (personal identification number) is a sequence of any 
four symbols chosen from the 26 letters in the alphabet and the 10 
digits, with repetition not allowed. 
How many different PINs are possible?

what is the probability that a PIN chosen at random contains no 
repeated symbol? 

Counting Example 1
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13,

How many 
times this 

statement will 
be executed?

Counting Example 2

14,

Suppose A1, A2, A3, and A4 are sets with n1, n2, n3, 
and n4 elements, respectively. 

How many elements in A1 × A2 × A3 × A4

Solution: Each element in A1 × A2 × A3 × A4
is an ordered 4-tuple of the form (a1,a2,a3,a4) 

By the multiplication rule, there are n1n2n3n4 ways 
to perform the entire operation. Therefore, there are 
n1n2n3n4 distinct 4-tuples in A1 × A2 × A3 × A4

Counting Example 3
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15,

3 · 3 · 2 = 18 

Counting Example 4

Ann

Bob

Cyd

Dan

Ann

Bob

Ann

Cyd

Dan

Cyd

Dan

Cyd

Cyd

Dan

Dan

Start

Bob

Cyd

Dan

Three officers—a president, a treasurer, and a secretary—are to be 
chosen from among four people: Ann, Bob, Cyd, and Dan. Suppose that, 
Ann cannot be president and either Cyd or Dan must be secretary. 
How many ways can the officers be chosen? 

16,

This tree is not 
homogenous, 

thus we 
cannot use the 
multiplication 

rule!!

Better Idea?

Counting Example 4

Ann

Bob

Cyd

Dan

Ann

Bob

Ann

Cyd

Dan

Cyd

Dan

Cyd

Cyd

Dan

Dan

Start

Bob

Cyd

Dan

Three officers—a president, a treasurer, and a secretary—are to be 
chosen from among four people: Ann, Bob, Cyd, and Dan. Suppose that, 
Ann cannot be president and either Cyd or Dan must be secretary. 
How many ways can the officers be chosen? 
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17,

Counting Example 4—reorder the steps to get the 
correct number of ways by the multiplication rule

2.2.2 = 8

We should be 
smart to 
represent our 
problem in a way 
to be able to use 
the multiplication 
rule 

18,

9.2 Possibility Trees and the Multiplication Rule

In this lecture:

 Part 1: Possibility Trees
Part 2: Multiplication Rule

Part 3: Permutations

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 

Counting
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19,

Permutations

20,

Permutations

A permutation of a set of objects is an ordering of the objects 
in a row. 

For example, the set of elements {a, b, c} has six permutations.

abc acb cba bac bca cab

Generally, given a set of n objects, how many permutations does the 
set have? Imagine forming a permutation as an n-step operation:

Step 1: Choose an element to write first.
Step 2: Choose an element to write second
. . .
Step n: Choose an element to write nth.
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21,

Permutations

by the multiplication rule, there are
n(n − 1)(n − 2) · · · 2·1 = n!

ways to perform the entire operation. 

22,

How many ways can the letters in the word COMPUTER be 
arranged in a row?

8! = 40,320 
How many ways can the letters in the word COMPUTER be 
arranged if the letters CO must remain next to each other (in 
order) as a unit?

7! = 5,040 
If letters of the word COMPUTER are randomly arranged in a 
row, what is the probability that the letters CO remain next to 
each other (in order) as a unit?
When the letters are arranged randomly in a row, the total number of 
arrangements is 40,320 by part (a), and the number of arrangements with the 
letters CO next to each other (in order) as a unit is 5,040. 

Example 1
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23,

Example 2

24,

Permutations of Selected Elements

Given the set {a, b, c}, there are six ways to select two letters from 
the set and write them in order.

ab ac   ba bc ca cb
Each such ordering of two elements of {a, b, c} is called a 
2-permutation of {a, b, c}.

How many 
permutations in 
P(n, r)   ?
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25,

Permutations of Selected Elements

26,

Example 3

a. Evaluate P(5, 2).

b. How many 4-permutations are there of a set of 7 objects?

c. How many 5-permutations are there of a set of 5 objects?
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27,

Example 4

How many different ways can 3 of the letters of the word 
BYTES be chosen and written in a row?

How many different ways can this be done if the first letter 
must be B?

28,

Example 5

Prove that for all integers n ≥ 2,

P(n, 2) + P(n, 1) = n2.
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9.3  Counting Elements of Disjoint Sets: Addition Rule

In this lecture:

 Part 1: Addition Rule 

Part 2: Difference Rule

Part 2: Inclusion Rule

Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 
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4,

The number of elements in a union of mutually disjoint 
finite sets equals the sum of the number of elements in each 
of the component sets.

Additional Rule

e.g., Number of students in this class = Number of Girls + 
Number of boys, in this class
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A password consists of from 1, 2, or 3 letters chosen from 
{a..z} with repetitions allowed. How many different 
passwords are possible?

Exercise 

6,

A password consists of from 1, 2, or 3 letters chosen from 
{a..z} with repetitions allowed. How many different 
passwords are possible?

Number of passwords of length 1 = 26 (because there are 26 letters in the alphabet)

Number of passwords of length 2 = 262  (two-step process in which there are 26 
ways to perform each step)

Number of passwords of length 3 = 263

Total = 26 + 262 + 263 = 18,278.

Exercise 

Uploaded By: anonymousSTUDENTS-HUB.com



06-Jan-22

4
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How many three-digit integers (i.e., integers from 
100 to 999 inclusive) are divisible by 5?  (using the 
addition rule)

Exercise 

Integers that are divisible by 5 end either in 5 or in 0. Thus the 
set of all three-digit integers that are divisible by 5 can be split 
into two mutually disjoint subsets A1 and A2

8,

How many three-digit integers (i.e., integers from 
100 to 999 inclusive) are divisible by 5?  (using the 
addition rule)

Exercise 
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In this lecture:

 Part 1: Addition Rule 

Part 2: Difference Rule

Part 2: Inclusion Rule

Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 

Counting
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9.3  Counting Elements of Disjoint Sets: Addition Rule

10,

Number of students without girls = 
number of all students – number of girls

The Difference Rule
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The PIN codes are made from exactly four symbols chosen from 
the 26 letters and the 10 digits, with repetitions allowed.
a) How many PINs contain repeated symbols?

1,679,616 − 1,413,720 = 265,896

Exercise 

12,

The PIN codes are made from exactly four symbols chosen from 
the 26 letters and the 10 digits, with repetitions allowed.
 If all PINs are equally likely, what is the probability that a 

randomly chosen PIN contains a repeated symbol?

Exercise 

One way

Another
way
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13,

The PIN codes are made from exactly four symbols chosen from 
the 26 letters and the 10 digits, with repetitions allowed.
 If all PINs are equally likely, what is the probability that a 

randomly chosen PIN contains a repeated symbol?

Exercise 

One way

Another
way

14,

In this lecture:

 Part 1: Addition Rule 

 Part 2: Difference Rule

Part 3: Inclusion Rule
Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation 
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 Until now, we learned to count union of sets that they are disjoint.

 Now, we learn how to count elements in a union of sets when 
some of the sets overlap (i.e., they are not disjoint)

The Inclusion/Exclusion Rule

16,

 How many integers from 1 through 1,000 are multiples 
of 3 or multiples of 5?

Exercise 
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17,

 How many integers from 1 through 1,000 are multiples 
of 3 or multiples of 5?

Exercise 

N (A  B) = N(A) + N(B) – N(A∩B)
=  333   + 200   – 66            = 467

3s

5s

Overlap

18,

 How many integers from 1 through 1,000 are neither 
multiples of 3 nor multiples of 5?

Exercise 
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19,

 How many integers from 1 through 1,000 are neither 
multiples of 3 nor multiples of 5?

Exercise 

1,000 − 467 = 533

20,

The Inclusion/Exclusion Rule
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21,

 How many students did not take any of the three courses?

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

22,

 How many students did not take any of the three courses?

50−47 = 3.

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.
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23,

 How many students took all three courses? 

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

24,

 How many students took all three courses? 

Exercise 

47 =      30  +  26   +18    − 9           −16           −8   +   N(P ∩C ∩ J).

N(P ∩ C ∩ J) = 6.

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.
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25,

 How many students took precalculus and calculus but not Java? 

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

30

18

26
J

C

P

26,

 How many students took precalculus and calculus but not Java? 

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

= ( N(P∩C) )  – (N(P∩C∩J) =?
9   – 6 =   3 30

18

26
J

C

P
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27,

 How many students took precalculus but neither calculus nor Java? 

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

28,

 How many students took precalculus but neither calculus nor Java? 

Exercise 

30 took precalculus;
18 took calculus;
26 took Java;
9 took precalculus & calculus;

Given 50 students:
16 took precalculus & Java;
8 took calculus & Java;
47 took at least 1of the 3 courses.

N(P) – (N(P∩C)) – N(P∩J)) + N(P∩C∩J) =?
30  – 9          – 16 +   6 =   11

N(P) – (N(P∩C)-N(P∩C∩J))-((P∩J) -N(P∩C∩J))
30 – 13 – 6 = 11
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9.5 Counting Subsets of a Set: Combinations

In this lecture:

 Part 1: Permutation versus Combinations

 Part 2: How to Calculate Combinations

 Part 3: Permutations of a Set with Repeated Elements

Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation

Counting
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Birzeit University, Palestine, 2015

4,

Suppose 5 members of a group of 12 are to be chosen to work as 
a team. How many distinct five-person teams can be selected?

Ordering is not 
important, as the 

result is a set.

Recall that we cannot use the r-permutation rule here, 
because r-permutation produces ordered sets with 
repetition. 

Uploaded By: anonymousSTUDENTS-HUB.com



06-Jan-22

3
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An ordered selection of r elements from a set of n elements is 
an r-permutation P(n, r) of the set. 

An unordered selection of r elements from a set of n elements 
is the same as a subset of size r or an r-combination of the set.

How many 2-permutations we can produce from {a,b,c,d} 
=  P(4,2) 

 How many 2-combanations (subsets) can produce from {a,b,c,d}

=           

6,
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Let S = {Ann, Bob, Cyd, Dan}. Each committee consisting of 
three of the four people in S is a 3-combination of S.

Example 1

List all such 3-combinations of S.

= 4.

8,

How many unordered selections of 2 elements can be made 
from the set {0, 1, 2, 3}?

Example 2

How to calculate 
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9.4 Counting Subsets of a Set: Combinations

In this lecture:

 Part 1: Permutation versus Combinations

 Part 2: How to Calculate Combinations

 Part 3: Permutations of a Set with Repeated Elements

Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation

Counting
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How to calculate 

What is the relation between Permutations and Combinations?
Notice that 

Number of ways 
in step1 =

Number of ways 
in step2 = 2!
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11,

What is the relation between Permutations and Combinations?
Notice that 

How to calculate 

12,

How to calculate 
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13,

How to calculate 

14,

How to calculate 
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15,

Exercise 1 

How many distinct five-person teams can be selected?
Suppose 5 members of a group of 12 are to be chosen to work as 
a team. 

16,

Suppose two members of the group of 12 insist on working as a 
pair - any team must contain either both or neither. How many five-
person teams can be formed?

Exercise 2 

Suppose 5 members of a group of 12 are to be chosen to work as 
a team. 
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17,

Suppose two members of the group of 12 insist on working as a 
pair - any team must contain either both or neither. How many five-
person teams can be formed?

Exercise 2 

Suppose 5 members of a group of 12 are to be chosen to work as 
a team. 

18,

Exercise 3 

Suppose 5 members of a group of 12 are to be chosen to work as 
a team. 
Suppose 2 members of the group don’t get along and refuse to work 
together on a team. How many five-person teams can be formed?

So the total number of 
teams that do not contain 
both C and D is 210 + 210 
+ 252 = 672.
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19,

Exercise 4 

Suppose the group of 12 consists of 5 men and 7 women.
How many 5-person teams can be chosen that consist of 3 men 
and 2 women?

{A, B, C, D, E, m, n, o, p, q, s, t, r}

{x1, x2, x3, y1, y2}

20,

Exercise 5 

Suppose the group of 12 consists of 5 men and 7 women.
How many 5-person teams contain at least one man?
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21,

Exercise 6 

Suppose the group of 12 consists of 5 men and 7 women.
How many 5-person teams contain at most one man?

22,

9.4 Counting Subsets of a Set: Combinations

In this lecture:

 Part 1: Permutation versus Combinations

 Part 2: How to Calculate Combinations

 Part 3: Permutations of a Set with Repeated Elements

Apply these rules to count elements of union and disjoint sets

Keywords: Relations, Mathematical Relations, domain, Reflexivity, Symmetry, Transitivity , Transitive Closure, 
Partitioned Sets, Equivalence Class, Equivalence Relation

Counting
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23,

Permutations of a Set with Repeated Elements
How many eight-bit strings have exactly three 1’s? 

24,

Permutations of a Set with Repeated Elements
How many eight-bit strings have exactly three 1’s? 

The number of ways to construct an eight-bit 
string with exactly three 1’s is the same as 
the number of subsets of three positions that 
can be chosen from the eight into which to 

place the 1’s.
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Permutations of a Set with Repeated Elements
Consider various ways of ordering the letters in the word 
MISSISSIPPI: IIMSSPISSIP, ISSSPMIIPIS, and so on.
How many distinguishable orderings are there?

26,

Permutations of a Set with Repeated Elements
Consider various ways of ordering the letters in the word 
MISSISSIPPI: IIMSSPISSIP, ISSSPMIIPIS, and so on.
How many distinguishable orderings are there?
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9.6  r-Combinations with Repetition Allowed 

In this lecture:
q Part 1:

q Part 2:

Counting

Mustafa Jarrar: Lecture Notes in Discrete Mathematics.
Birzeit University, Palestine, 2015
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In this chapter we discussed how to count the numbers of
ways of choosing k elements from n

Order 
Matters

Order 
Doesn’t  Matter

Repetition
Allowed

Repetition 
not Allowed
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Which Formula to Use?
Sections 9.2, 9.3, 9.5, and 9.6 have discussed four different ways of choosing k elements
from n. The order in which the choices are made may or may not matter, and repetition
may or may not be allowed. The following table summarizes which formula to use in
which situation.

Order Matters Order Does Not Matter

Repetition Is Allowed nk

(
k + n − 1

k

)

Repetition Is Not Allowed P(n, k)

(
n

k

)

Test Yourself
1. Given a set X = {x1, x2, . . . , xn}, an r -combination with

repetition allowed, or a multiset of size r , chosen from X
is _____, which is denoted _____.

2. If X = {x1, x2, . . . , xn}, the number of r -combinations with
repetition allowed (or multisets of size r ) chosen from X is
_____.

3. When choosing k elements from a set of n elements, order
may or may not matter and repetition may or may not be
allowed.

• The number of ways to choose the k elements when
repetition is allowed and order matters is _____.

• The number of ways to choose the k elements when
repetition is not allowed and order matters is _____.

• The number of ways to choose the k elements when
repetition is not allowed and order does not matter is
_____.

• The number of ways to choose the k elements when
repetition is allowed and order does not matter is
_____.

Exercise Set 9.6
1. a. According to Theorem 9.6.1, how many 5-combinations

with repetition allowed can be chosen from a set of three
elements?

b. List all of the 5-combinations that can be chosen with
repetition allowed from {1, 2, 3}.

2. a. According to Theorem 9.6.1, how many multisets of size
four can be chosen from a set of three elements?

b. List all of the multisets of size four that can be chosen
from the set {x, y, z}.

3. A bakery produces six different kinds of pastry, one of
which is eclairs. Assume there are at least 20 pastries of
each kind.

a. How many different selections of twenty pastries are
there?

b. How many different selections of twenty pastries are
there if at least three must be eclairs?

c. How many different selections of twenty pastries con-
tain at most two eclairs?

4. A camera shop stocks eight different types of batteries, one
of which is type A7b. Assume there are at least 30 batteries
of each type.
a. How many ways can a total inventory of 30 batteries be

distributed among the eight different types?
b. How many ways can a total inventory of 30 batteries be

distributed among the eight different types if the inven-
tory must include at least four A76 batteries?

c. How many ways can a total inventory of 30 batteries be
distributed among the eight different types if the inven-
tory includes at most three A7b batteries?

5. If n is a positive integer, how many 4-tuples of integers from
1 through n can be formed in which the elements of the
4-tuple are written in increasing order but are not nec-
essarily distinct? In other words, how many 4-tuples
of integers (i, j, k, m) are there with 1 ≤ i ≤ j ≤ k ≤
m ≤ n?

6. If n is a positive integer, how many 5-tuples of integers from
1 through n can be formed in which the elements of the
5-tuple are written in decreasing order but are not nec-
essarily distinct? In other words, how many 5-tuples of
integers (h, i, j, k, m) are there with n ≥ h ≥ i ≥ j ≥ k ≥
m ≥ 1?

7. Another way to count the number of nonnegative integral
solutions to an equation of the form x1+x2+· · ·+xn =m is
to reduce the problem to one of finding the number of n-
tuples (y1, y2, . . . , yn) with 0 ≤ y1 ≤ y2 ≤ · · · ≤ yn ≤ m.
The reduction results from letting yi = x1 + x2 + · · · + xi

for each i = 1, 2, . . . , n. Use this approach to derive a gen-
eral formula for the number of nonnegative integral solu-
tions to x1 + x2 + · · · + xn = m.
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What is this section about?

?
Select 4-digites PIN, from 0-9

Select 4-digites PIN, from 0-9 Select 4-position team, from 10 people

Select 10 cans, from 4 types of drinks 

Strings Sets

=10.10.10.10 = 104 = 10000 =?

=10!/4!.6! = 5040/24 = 210=10!/6!=10.9.8.7 = 5040
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r-Combinations with Repetition Allowed
Examples:
• buy 20 drinks of cola, 7up, or fanta. How many ways?
• select a committee of 3 people, from 10 persons, but one person 

may play one or more roles.

Given a set on n elements   {x1, x2,..., xn}
Choose r element [xi1, xi2,… xik]
With repetition allowed, and unordered.
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Exercises 32–38 refer to the sequence of Stirling numbers of the
second kind.

32. Find S3,4 by exhibiting all the partitions of {x1, x2, x3,

x4, x5} into four subsets.

33. Use the values computed in Example 9.5.12 and the
recurrence relation and initial conditions found in Exam-
ple 9.5.13 to compute S5,2.

34. Use the values computed in Example 9.5.12 and the
recurrence relation and initial conditions found in Exam-
ple 9.5.13 to compute S5,3.

35. Use the results of exercises 32–34 to find the total number
of different partitions of a set with five elements.

36. Use mathematical induction and the recurrence relation
found in Example 9.5.13 to prove that for all integers
n ≥ 2, Sn,2 = 2n−1 − 1.

37. Use mathematical induction and the recurrence relation
found in Example 9.5.13 to prove that for all integers
n ≥ 2,

∑k
k=2(3

4−k Sk,2)− Sn+1,3.

38.H If X is a set with n elements and Y is a set with m ele-
ments, express the number of onto functions from X and
Y using Stirling numbers of the second kind. Justify your
answer.

Answers for Test Yourself
1.
(n

r

)
; n choose r 2.

(n
r

)
(Or: n choose r ) 3. the order in which they are chosen 4.

(n
r

)
= P(n,r)

r ! 5. n or more; n or fewer

6.
( n

n1

) (n−n1
n2

) (n−n1−n2
n3

)
· · ·
(n−n1−n2−···−nk−1

nk

) (
Or : n!

n1!n2!n3!···nk !
)

7. the number of ways a set of size n can be partitioned

into r subsets 8. the number of partitions of X into r subsets of which {xn} is one; the number of partitions of X into r subsets, none
of which is {xn}

9.6 r-Combinations with Repetition Allowed
The value of mathematics in any science lies more in disciplined analysis and abstract
thinking than in particular theories and techniques. — Alan Tucker, 1982

In Section 9.5 we showed that there are
(n

r

)
r -combinations, or subsets of size r , of a set

of n elements. In other words, there are
(n

r

)
ways to choose r distinct elements without

regard to order from a set of n elements. For instance, there are
(4

3

)
= 4 ways to choose

three elements out of a set of four: {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}.
In this section we ask: How many ways are there to choose r elements without regard

to order from a set of n elements if repetition is allowed? A good way to imagine this is
to visualize the n elements as categories of objects from which multiple selections may
be made. For instance, if the categories are labeled 1, 2, 3, and 4 and three elements are
chosen, it is possible to choose two elements of type 3 and one of type 1, or all three of
type 2, or one each of types 1, 2 and 4. We denote such choices by [3, 3, 1], [2, 2, 2], and
[1, 2, 4], respectively. Note that because order does not matter, [3, 3, 1] = [3, 1, 3] =
[1, 3, 3], for example.

• Definition

An r-combination with repetition allowed, or multiset of size r, chosen from a set
X of n elements is an unordered selection of elements taken from X with repetition
allowed. If X = {x1, x2, . . . , xn}, we write an r -combination with repetition allowed,
or multiset of size r , as [xi1, xi2, . . . , xir ] where each xi j is in X and some of the xi j

may equal each other.
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Example
Find the number of 3-combinations with repetition allowed, or 
multisets of size 3, that can be selected from {1, 2, 3, 4}
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Example 9.6.1 r-Combinations with Repetition Allowed

Write a complete list to find the number of 3-combinations with repetition allowed, or
multisets of size 3, that can be selected from {1, 2, 3, 4}. Observe that because the order
in which the elements are chosen does not matter, the elements of each selection may be
written in increasing order, and writing the elements in increasing order will ensure that
no combinations are overlooked.

Solution [1, 1, 1] ; [1, 1, 2]; [1, 1, 3]; [1, 1, 4] all combinations with 1, 1

[1, 2, 2] ; [1, 2, 3]; [1, 2, 4]; all additional combinations with 1, 2

[1, 3, 3] ; [1, 3, 4]; [1, 4, 4]; all additional combinations with 1, 3 or 1, 4

[2, 2, 2] ; [2, 2, 3]; [2, 2, 4]; all additional combinations with 2, 2

[2, 3, 3] ; [2, 3, 4]; [2, 4, 4]; all additional combinations with 2, 3 or 2, 4

[3, 3, 3] ; [3, 3, 4]; [3, 4, 4]; all additional combinations with 3, 3 or 3, 4

[4, 4, 4] the only additional combination with 4, 4

Thus there are twenty 3-combinations with repetition allowed. ■

How could the number twenty have been predicted other than by making a complete
list? Consider the numbers 1, 2, 3, and 4 as categories and imagine choosing a total of
three numbers from the categories with multiple selections from any category allowed.
The results of several such selections are represented by the table below.

Category 1 Category 2 Category 3 Category 4 Result of the Selection

1 from category 2| × | | ××
2 from category 4

1 each from categories× | | × | ×
1, 3, and 4

× × × | | | 3 from category 1

As you can see, each selection of three numbers from the four categories can be repre-
sented by a string of vertical bars and crosses. Three vertical bars are used to separate the
four categories, and three crosses are used to indicate how many items from each category
are chosen. Each distinct string of three vertical bars and three crosses represents a dis-
tinct selection. For instance, the string

×× | |× |
represents the selection: two from category 1, none from category 2, one from category 3,
and none from category 4. Thus the number of distinct selections of three elements that
can be formed from the set {1, 2, 3, 4} with repetition allowed equals the number of dis-
tinct strings of six symbols consisting of three |’s and three ×’s. But this equals the
number of ways to select three positions out of six because once three positions have
been chosen for the ×’s, the |’s are placed in the remaining three positions. Thus the
answer is

(
6
3

)
= 6!

3!(6− 3)! = 6 ·5 ·4 ·3!
3 ·2 ·1 ·3! = 20,

as was obtained earlier by a careful listing.
The analysis of this example extends to the general case. To count the number of

r -combinations with repetition allowed, or multisets of size r , that can be selected from a
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è How to calculate this automatically?
à Can to “see” this multiset problem as a string problem?

Uploaded By: anonymousSTUDENTS-HUB.com



11/25/18

4

7,

Consider the numbers 1, 2, 3, and 4 as categories and imagine 
choosing a total of three numbers from the categories with 
multiple selections from any category allowed. 

Calculating r-Combinations with Repetition Allowed 
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represents the selection: two from category 1, none from category 2, one from category 3,
and none from category 4. Thus the number of distinct selections of three elements that
can be formed from the set {1, 2, 3, 4} with repetition allowed equals the number of dis-
tinct strings of six symbols consisting of three |’s and three ×’s. But this equals the
number of ways to select three positions out of six because once three positions have
been chosen for the ×’s, the |’s are placed in the remaining three positions. Thus the
answer is

(
6
3

)
= 6!

3!(6− 3)! = 6 ·5 ·4 ·3!
3 ·2 ·1 ·3! = 20,

as was obtained earlier by a careful listing.
The analysis of this example extends to the general case. To count the number of

r -combinations with repetition allowed, or multisets of size r , that can be selected from a
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set of n elements, think of the elements of the set as categories. Then each r -combination
with repetition allowed can be represented as a string of n − 1 vertical bars (to separate
the n categories) and r crosses (to represent the r elements to be chosen). The number
of ×’s in each category represents the number of times the element represented by that
category is repeated.

r ×'s to be placed in categories

Category 1 Category 2 Category 3 Category n –  1 Category n

The number of strings of n − 1 vertical bars and r crosses is the number of ways to choose
r positions, into which to place the r crosses, out of a total of r + (n − 1) positions,
leaving the remaining positions for the vertical bars. But by Theorem 9.5.1, this number
is
(r+n−1

r

)
.

This discussion proves the following theorem.

Theorem 9.6.1

The number of r -combinations with repetition allowed (multisets of size r ) that can
be selected from a set of n elements is

(
r + n − 1

r

)
.

This equals the number of ways r objects can be selected from n categories of objects
with repetition allowed.

Example 9.6.2 Selecting 15 Cans of Soft Drinks of Five Different Types

A person giving a party wants to set out 15 assorted cans of soft drinks for his guests. He
shops at a store that sells five different types of soft drinks.

a. How many different selections of cans of 15 soft drinks can he make?

b. If root beer is one of the types of soft drink, how many different selections include at
least six cans of root beer?

c. If the store has only five cans of root beer but at least 15 cans of each other type of
soft drink, how many different selections are there?

Solution

a. Think of the five different types of soft drinks as the n categories and the 15 cans
of soft drinks to be chosen as the r objects (so n = 5 and r = 15). Each selection of
cans of soft drinks is represented by a string of 5− 1 = 4 vertical bars (to separate the
categories of soft drinks) and 15 crosses (to represent the cans selected). For instance,
the string

××× | ××××××× | |××× |××
represents a selection of three cans of soft drinks of type 1, seven of type 2, none of
type 3, three of type 4, and two of type 5. The total number of selections of 15 cans
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of soft drinks of the five types is the number of strings of 19 symbols, 5− 1 = 4 of
them | and 15 of them ×:

(
15 + 5− 1

15

)
=
(

19
15

)
=

6 2
19 · 18 · 17 · 16 · 15!

15! · 4 · 3 · 2 ·1 = 3,876.

b. If at least six cans of root beer are included, we can imagine choosing six such cans
first and then choosing 9 additional cans. The choice of the nine additional cans can be
represented as a string of 9 ×’s and 4 |’s. For example, if root beer is type 1, then the
string××× | |×× |×××× | represents a selection of three cans of root beer (in
addition to the six chosen initially), none of type 2, two of type 3, four of type 4, and
none of type 5. Thus the total number of selections of 15 cans of soft drinks of the five
types, including at least six cans of root beer, is the number of strings of 13 symbols,
4 (= 5− 1) of them | and 9 of them ×:

(
9 + 4

9

)
=
(

13
9

)
=

5
13 · 12 · 11 · 10 · 9!

9! · 4 · 3 · 2 ·1 = 715.

c. If the store has only five cans of root beer, then the number of different selections of
15 cans of soft drinks of the five types is the same as the number of different selections
that contain five or fewer cans of root beer. Let T be the set of selections for which
the type of cans of root beer is unrestricted, R≤5 the set of selections containing five
or fewer cans of root beer, and R≥6 the set of selections containing six or more cans
of root beer. Then

T = R≤5 ∪ R≥6 and R≤5 ∩ R≥6 = ∅.
By part (a) N (T ) = 3,876 and by part (b) N (R≥6) = 715. Thus, by the difference rule,

N (R≤5) = N (T )− N (R≥6) = 3,876− 715 = 3,161.

So the number of different selections of soft drinks is 3,161. ■

Example 9.6.3 Counting Triples (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n

If n is a positive integer, how many triples of integers from 1 through n can be formed
in which the elements of the triple are written in increasing order but are not necessarily
distinct? In other words, how many triples of integers (i, j, k) are there with 1 ≤ i ≤ j ≤
k ≤ n?

Solution Any triple of integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n can be represented as a
string of n − 1 vertical bars and three crosses, with the positions of the crosses indicating
which three integers from 1 to n are included in the triple. The table below illustrates this
for n = 5.

Category Result of the Selection
1 2 3 4 5

| | ×× | | × (3, 3, 5)

× | × | | × | (1, 2, 4)
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A person giving a party wants to buy15 cans of drinks. He 
shops at a store that sells 5 different types of soft drinks. 

Exercise 1.b

If root beer is one of the types of soft drink, how many different 
selections include at least 6 cans of root beer? 
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of soft drinks of the five types is the number of strings of 19 symbols, 5− 1 = 4 of
them | and 15 of them ×:

(
15 + 5− 1

15

)
=
(

19
15

)
=

6 2
19 · 18 · 17 · 16 · 15!

15! · 4 · 3 · 2 ·1 = 3,876.

b. If at least six cans of root beer are included, we can imagine choosing six such cans
first and then choosing 9 additional cans. The choice of the nine additional cans can be
represented as a string of 9 ×’s and 4 |’s. For example, if root beer is type 1, then the
string××× | |×× |×××× | represents a selection of three cans of root beer (in
addition to the six chosen initially), none of type 2, two of type 3, four of type 4, and
none of type 5. Thus the total number of selections of 15 cans of soft drinks of the five
types, including at least six cans of root beer, is the number of strings of 13 symbols,
4 (= 5− 1) of them | and 9 of them ×:

(
9 + 4

9

)
=
(

13
9

)
=

5
13 · 12 · 11 · 10 · 9!

9! · 4 · 3 · 2 ·1 = 715.

c. If the store has only five cans of root beer, then the number of different selections of
15 cans of soft drinks of the five types is the same as the number of different selections
that contain five or fewer cans of root beer. Let T be the set of selections for which
the type of cans of root beer is unrestricted, R≤5 the set of selections containing five
or fewer cans of root beer, and R≥6 the set of selections containing six or more cans
of root beer. Then

T = R≤5 ∪ R≥6 and R≤5 ∩ R≥6 = ∅.
By part (a) N (T ) = 3,876 and by part (b) N (R≥6) = 715. Thus, by the difference rule,

N (R≤5) = N (T )− N (R≥6) = 3,876− 715 = 3,161.

So the number of different selections of soft drinks is 3,161. ■

Example 9.6.3 Counting Triples (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n

If n is a positive integer, how many triples of integers from 1 through n can be formed
in which the elements of the triple are written in increasing order but are not necessarily
distinct? In other words, how many triples of integers (i, j, k) are there with 1 ≤ i ≤ j ≤
k ≤ n?

Solution Any triple of integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n can be represented as a
string of n − 1 vertical bars and three crosses, with the positions of the crosses indicating
which three integers from 1 to n are included in the triple. The table below illustrates this
for n = 5.

Category Result of the Selection
1 2 3 4 5

| | ×× | | × (3, 3, 5)

× | × | | × | (1, 2, 4)
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Thus we need to select 9 cans from the 5 types.
The nine additional cans can be represented as 9 ×’s and 4 |’s. 
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Exercise 2
Counting Triples (i, j,k) with 1 ≤ i ≤ j ≤ k ≤ n

If n is a positive integer, how many triples of integers from 1 through 
n can be formed in which the elements of the triple are written in 
increasing order but are not necessarily distinct? In other words, how 
many triples of integers (i, j, k) are there with 1 ≤ i ≤ j ≤ k ≤ n?
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of soft drinks of the five types is the number of strings of 19 symbols, 5− 1 = 4 of
them | and 15 of them ×:

(
15 + 5− 1

15

)
=
(

19
15

)
=

6 2
19 · 18 · 17 · 16 · 15!

15! · 4 · 3 · 2 ·1 = 3,876.

b. If at least six cans of root beer are included, we can imagine choosing six such cans
first and then choosing 9 additional cans. The choice of the nine additional cans can be
represented as a string of 9 ×’s and 4 |’s. For example, if root beer is type 1, then the
string××× | |×× |×××× | represents a selection of three cans of root beer (in
addition to the six chosen initially), none of type 2, two of type 3, four of type 4, and
none of type 5. Thus the total number of selections of 15 cans of soft drinks of the five
types, including at least six cans of root beer, is the number of strings of 13 symbols,
4 (= 5− 1) of them | and 9 of them ×:

(
9 + 4

9

)
=
(

13
9

)
=

5
13 · 12 · 11 · 10 · 9!

9! · 4 · 3 · 2 ·1 = 715.

c. If the store has only five cans of root beer, then the number of different selections of
15 cans of soft drinks of the five types is the same as the number of different selections
that contain five or fewer cans of root beer. Let T be the set of selections for which
the type of cans of root beer is unrestricted, R≤5 the set of selections containing five
or fewer cans of root beer, and R≥6 the set of selections containing six or more cans
of root beer. Then

T = R≤5 ∪ R≥6 and R≤5 ∩ R≥6 = ∅.
By part (a) N (T ) = 3,876 and by part (b) N (R≥6) = 715. Thus, by the difference rule,

N (R≤5) = N (T )− N (R≥6) = 3,876− 715 = 3,161.

So the number of different selections of soft drinks is 3,161. ■

Example 9.6.3 Counting Triples (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n

If n is a positive integer, how many triples of integers from 1 through n can be formed
in which the elements of the triple are written in increasing order but are not necessarily
distinct? In other words, how many triples of integers (i, j, k) are there with 1 ≤ i ≤ j ≤
k ≤ n?

Solution Any triple of integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n can be represented as a
string of n − 1 vertical bars and three crosses, with the positions of the crosses indicating
which three integers from 1 to n are included in the triple. The table below illustrates this
for n = 5.

Category Result of the Selection
1 2 3 4 5

| | ×× | | × (3, 3, 5)

× | × | | × | (1, 2, 4)
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Thus the number of such triples is the same as the number of strings of (n − 1) |’s and
3×’s, which is

(
3 + (n − 1)

3

)
=
(

n + 2
3

)
= (n + 2)!

3!(n + 2− 3)!

= (n + 2)(n + 1)n(n − 1)!
3!(n − 1)! = n(n + 1)(n + 2)

6
. ■

Note that in Examples 9.6.2 and 9.6.3 the reasoning behind Theorem 9.6.1 was used
rather than the statement of the theorem itself. Alternatively, in either example we could
invoke Theorem 9.6.1 directly by recognizing that the items to be counted either are
r -combinations with repetition allowed or are the same in number as such combinations.
For instance, in Example 9.6.3 we might observe that there are exactly as many triples of
integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n as there are 3-combinations of integers from 1
through n with repetition allowed because the elements of any such 3-combination can
be written in increasing order in only one way.

Example 9.6.4 Counting Iterations of a Loop

How many times will the innermost loop be iterated when the algorithm segment below
is implemented and run? (Assume n is a positive integer.)

for k := 1 to n

for j := 1 to k

for i := 1 to j
[Statements in the body of the inner loop,
none containing branching statements that lead
outside the loop]

next i

next j

next k

Solution Construct a trace table for the values of k, j , and i for which the statements in
the body of the innermost loop are executed. (See the table that follows.) Because i goes
from 1 to j , it is always the case that i ≤ j . Similarly, because j goes from 1 to k, it
is always the case that j ≤ k. To focus on the details of the table construction, consider
what happens when k = 3. In this case, j takes each value 1, 2, and 3. When j = 1, i
can only take the value 1 (because i ≤ j). When j = 2, i takes each value 1 and 2 (again
because i ≤ j). When j = 3, i takes each value 1, 2, and 3 (yet again because i ≤ j).

→ → →
→ → → → →

k 1 2 3 · · · n

j 1 1 2 1 2 3 · · · 1 2 · · · n

i 1 1 1 2 1 1 2 1 2 3 · · · 1 1 2 · · · 1 · · · n

Observe that there is one iteration of the innermost loop for each column of this table,
and there is one column of the table for each triple of integers (i, j, k) with 1 ≤ i ≤ j ≤
k ≤ n. But Example 9.6.3 showed that the number of such triples is [n(n + 1)(n + 2)]/6.
Thus there are [n(n + 1)(n + 2)]/6 iterations of the innermost loop. ■

The solution in Example 9.6.4 is the most elegant and generalizable one. (See exer-
cises 8 and 9.) An alternative solution using summations is outlined in exercise 21.
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Thus the number of such triples is the same as the number of strings of (n − 1) |’s and
3×’s, which is

(
3 + (n − 1)

3

)
=
(

n + 2
3

)
= (n + 2)!

3!(n + 2− 3)!

= (n + 2)(n + 1)n(n − 1)!
3!(n − 1)! = n(n + 1)(n + 2)

6
. ■

Note that in Examples 9.6.2 and 9.6.3 the reasoning behind Theorem 9.6.1 was used
rather than the statement of the theorem itself. Alternatively, in either example we could
invoke Theorem 9.6.1 directly by recognizing that the items to be counted either are
r -combinations with repetition allowed or are the same in number as such combinations.
For instance, in Example 9.6.3 we might observe that there are exactly as many triples of
integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n as there are 3-combinations of integers from 1
through n with repetition allowed because the elements of any such 3-combination can
be written in increasing order in only one way.

Example 9.6.4 Counting Iterations of a Loop

How many times will the innermost loop be iterated when the algorithm segment below
is implemented and run? (Assume n is a positive integer.)

for k := 1 to n

for j := 1 to k

for i := 1 to j
[Statements in the body of the inner loop,
none containing branching statements that lead
outside the loop]

next i

next j

next k

Solution Construct a trace table for the values of k, j , and i for which the statements in
the body of the innermost loop are executed. (See the table that follows.) Because i goes
from 1 to j , it is always the case that i ≤ j . Similarly, because j goes from 1 to k, it
is always the case that j ≤ k. To focus on the details of the table construction, consider
what happens when k = 3. In this case, j takes each value 1, 2, and 3. When j = 1, i
can only take the value 1 (because i ≤ j). When j = 2, i takes each value 1 and 2 (again
because i ≤ j). When j = 3, i takes each value 1, 2, and 3 (yet again because i ≤ j).

→ → →
→ → → → →

k 1 2 3 · · · n

j 1 1 2 1 2 3 · · · 1 2 · · · n

i 1 1 1 2 1 1 2 1 2 3 · · · 1 1 2 · · · 1 · · · n

Observe that there is one iteration of the innermost loop for each column of this table,
and there is one column of the table for each triple of integers (i, j, k) with 1 ≤ i ≤ j ≤
k ≤ n. But Example 9.6.3 showed that the number of such triples is [n(n + 1)(n + 2)]/6.
Thus there are [n(n + 1)(n + 2)]/6 iterations of the innermost loop. ■

The solution in Example 9.6.4 is the most elegant and generalizable one. (See exer-
cises 8 and 9.) An alternative solution using summations is outlined in exercise 21.
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Thus the number of such triples is the same as the number of strings of (n − 1) |’s and
3×’s, which is

(
3 + (n − 1)

3

)
=
(

n + 2
3

)
= (n + 2)!

3!(n + 2− 3)!

= (n + 2)(n + 1)n(n − 1)!
3!(n − 1)! = n(n + 1)(n + 2)

6
. ■

Note that in Examples 9.6.2 and 9.6.3 the reasoning behind Theorem 9.6.1 was used
rather than the statement of the theorem itself. Alternatively, in either example we could
invoke Theorem 9.6.1 directly by recognizing that the items to be counted either are
r -combinations with repetition allowed or are the same in number as such combinations.
For instance, in Example 9.6.3 we might observe that there are exactly as many triples of
integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n as there are 3-combinations of integers from 1
through n with repetition allowed because the elements of any such 3-combination can
be written in increasing order in only one way.

Example 9.6.4 Counting Iterations of a Loop

How many times will the innermost loop be iterated when the algorithm segment below
is implemented and run? (Assume n is a positive integer.)

for k := 1 to n

for j := 1 to k

for i := 1 to j
[Statements in the body of the inner loop,
none containing branching statements that lead
outside the loop]

next i

next j

next k

Solution Construct a trace table for the values of k, j , and i for which the statements in
the body of the innermost loop are executed. (See the table that follows.) Because i goes
from 1 to j , it is always the case that i ≤ j . Similarly, because j goes from 1 to k, it
is always the case that j ≤ k. To focus on the details of the table construction, consider
what happens when k = 3. In this case, j takes each value 1, 2, and 3. When j = 1, i
can only take the value 1 (because i ≤ j). When j = 2, i takes each value 1 and 2 (again
because i ≤ j). When j = 3, i takes each value 1, 2, and 3 (yet again because i ≤ j).

→ → →
→ → → → →

k 1 2 3 · · · n

j 1 1 2 1 2 3 · · · 1 2 · · · n

i 1 1 1 2 1 1 2 1 2 3 · · · 1 1 2 · · · 1 · · · n

Observe that there is one iteration of the innermost loop for each column of this table,
and there is one column of the table for each triple of integers (i, j, k) with 1 ≤ i ≤ j ≤
k ≤ n. But Example 9.6.3 showed that the number of such triples is [n(n + 1)(n + 2)]/6.
Thus there are [n(n + 1)(n + 2)]/6 iterations of the innermost loop. ■

The solution in Example 9.6.4 is the most elegant and generalizable one. (See exer-
cises 8 and 9.) An alternative solution using summations is outlined in exercise 21.
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Thus the number of such triples is the same as the number of strings of (n − 1) |’s and
3×’s, which is

(
3 + (n − 1)

3

)
=
(

n + 2
3

)
= (n + 2)!

3!(n + 2− 3)!

= (n + 2)(n + 1)n(n − 1)!
3!(n − 1)! = n(n + 1)(n + 2)

6
. ■

Note that in Examples 9.6.2 and 9.6.3 the reasoning behind Theorem 9.6.1 was used
rather than the statement of the theorem itself. Alternatively, in either example we could
invoke Theorem 9.6.1 directly by recognizing that the items to be counted either are
r -combinations with repetition allowed or are the same in number as such combinations.
For instance, in Example 9.6.3 we might observe that there are exactly as many triples of
integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n as there are 3-combinations of integers from 1
through n with repetition allowed because the elements of any such 3-combination can
be written in increasing order in only one way.

Example 9.6.4 Counting Iterations of a Loop

How many times will the innermost loop be iterated when the algorithm segment below
is implemented and run? (Assume n is a positive integer.)

for k := 1 to n

for j := 1 to k

for i := 1 to j
[Statements in the body of the inner loop,
none containing branching statements that lead
outside the loop]

next i

next j

next k

Solution Construct a trace table for the values of k, j , and i for which the statements in
the body of the innermost loop are executed. (See the table that follows.) Because i goes
from 1 to j , it is always the case that i ≤ j . Similarly, because j goes from 1 to k, it
is always the case that j ≤ k. To focus on the details of the table construction, consider
what happens when k = 3. In this case, j takes each value 1, 2, and 3. When j = 1, i
can only take the value 1 (because i ≤ j). When j = 2, i takes each value 1 and 2 (again
because i ≤ j). When j = 3, i takes each value 1, 2, and 3 (yet again because i ≤ j).

→ → →
→ → → → →

k 1 2 3 · · · n

j 1 1 2 1 2 3 · · · 1 2 · · · n

i 1 1 1 2 1 1 2 1 2 3 · · · 1 1 2 · · · 1 · · · n

Observe that there is one iteration of the innermost loop for each column of this table,
and there is one column of the table for each triple of integers (i, j, k) with 1 ≤ i ≤ j ≤
k ≤ n. But Example 9.6.3 showed that the number of such triples is [n(n + 1)(n + 2)]/6.
Thus there are [n(n + 1)(n + 2)]/6 iterations of the innermost loop. ■

The solution in Example 9.6.4 is the most elegant and generalizable one. (See exer-
cises 8 and 9.) An alternative solution using summations is outlined in exercise 21.
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Thus the number of such triples is the same as the number of strings of (n − 1) |’s and
3×’s, which is

(
3 + (n − 1)

3

)
=
(

n + 2
3

)
= (n + 2)!

3!(n + 2− 3)!

= (n + 2)(n + 1)n(n − 1)!
3!(n − 1)! = n(n + 1)(n + 2)

6
. ■

Note that in Examples 9.6.2 and 9.6.3 the reasoning behind Theorem 9.6.1 was used
rather than the statement of the theorem itself. Alternatively, in either example we could
invoke Theorem 9.6.1 directly by recognizing that the items to be counted either are
r -combinations with repetition allowed or are the same in number as such combinations.
For instance, in Example 9.6.3 we might observe that there are exactly as many triples of
integers (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n as there are 3-combinations of integers from 1
through n with repetition allowed because the elements of any such 3-combination can
be written in increasing order in only one way.

Example 9.6.4 Counting Iterations of a Loop

How many times will the innermost loop be iterated when the algorithm segment below
is implemented and run? (Assume n is a positive integer.)

for k := 1 to n

for j := 1 to k

for i := 1 to j
[Statements in the body of the inner loop,
none containing branching statements that lead
outside the loop]

next i

next j

next k

Solution Construct a trace table for the values of k, j , and i for which the statements in
the body of the innermost loop are executed. (See the table that follows.) Because i goes
from 1 to j , it is always the case that i ≤ j . Similarly, because j goes from 1 to k, it
is always the case that j ≤ k. To focus on the details of the table construction, consider
what happens when k = 3. In this case, j takes each value 1, 2, and 3. When j = 1, i
can only take the value 1 (because i ≤ j). When j = 2, i takes each value 1 and 2 (again
because i ≤ j). When j = 3, i takes each value 1, 2, and 3 (yet again because i ≤ j).

→ → →
→ → → → →

k 1 2 3 · · · n

j 1 1 2 1 2 3 · · · 1 2 · · · n

i 1 1 1 2 1 1 2 1 2 3 · · · 1 1 2 · · · 1 · · · n

Observe that there is one iteration of the innermost loop for each column of this table,
and there is one column of the table for each triple of integers (i, j, k) with 1 ≤ i ≤ j ≤
k ≤ n. But Example 9.6.3 showed that the number of such triples is [n(n + 1)(n + 2)]/6.
Thus there are [n(n + 1)(n + 2)]/6 iterations of the innermost loop. ■

The solution in Example 9.6.4 is the most elegant and generalizable one. (See exer-
cises 8 and 9.) An alternative solution using summations is outlined in exercise 21.
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Counting Iterations of a Loop
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Exercise
The Number of Integral Solutions of an Equation 

How many solutions are there to the equation x1 + x2 + x3 + x4 = 10 
if x1, x2, x3, and x4 are nonnegative integers?

9.6 r -Combinations with Repetition Allowed 589

Example 9.6.5 The Number of Integral Solutions of an Equation

How many solutions are there to the equation x1 + x2 + x3 + x4 = 10 if x1, x2, x3, and
x4 are nonnegative integers?

Solution Think of the number 10 as divided into ten individual units and the variables
x1, x2, x3, and x4 as four categories into which these units are placed. The number of
units in each category xi indicates the value of xi in a solution of the equation. Each
solution can, then, be represented by a string of three vertical bars (to separate the four
categories) and ten crosses (to represent the ten individual units). For example, in the
following table, the two crosses under x1, five crosses under x2, and three crosses under
x4 represent the solution x1 = 2, x2 = 5, x3 = 0, and x4 = 3.

Categories Solution to the equation x1 + x2 + x3 + x4 = 10
x1 x2 x3 x4

×× | × × × × × | | × × × x1 = 2, x2 = 5, x3 = 0, and x4 = 3

× × × × | × × × × ×× | | x1 = 4, x2 = 6, x3 = 0, and x4 = 0

Therefore, there are as many solutions to the equation as there are strings of ten
crosses and three vertical bars, namely

(
10 + 3

10

)
=
(

13
10

)
= 13!

10!(13− 10)! = 13 ·12 ·11 ·10!
10! ·3 ·2 ·1 = 286. ■

Example 9.6.6 illustrates a variation on Example 9.6.5.

Example 9.6.6 Additional Constraints on the Number of Solutions

How many integer solutions are there to the equation x1 + x2 + x3 + x4 = 10 if each
xi ≥ 1?

Solution In this case imagine starting by putting one cross in each of the four categories.
Then distribute the remaining six crosses among the categories. Such a distribution can
be represented by a string of three vertical bars and six crosses. For example, the string

××× | |×× | ×

indicates that there are three more crosses in category x1 in addition to the one cross
already there (so x1 = 4), no more crosses in category x2 in addition to the one already
there (so x2 = 1), two more crosses in category x3 in addition to the one already there
(so x3 = 3), and one more cross in category x4 in addition to the one already there (so
x4 = 2). It follows that the number of solutions to the equation that satisfy the given
condition is the same as the number of strings of three vertical bars and six crosses,
namely

(
6 + 3

6

)
=
(

9
6

)
= 9!

6!(9− 6)! = 9 ·8 ·7 ·6!
6! ·3 ·2 ·1 = 84.

An alternative solution to this example is based on the observation that since each
xi ≥ 1, we may introduce new variables yi = xi − 1 for each i = 1, 2, 3, 4. Then each
yi ≥ 0, and y1 + y2 + y3 + y4 = 6. Thus the number of solutions of y1+y2+y3+y4 =6
in nonnegative integers is the same as the number of solutions of x1 + x2 + x3 + x4 = 10
in positive integers. ■
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Example 9.6.5 The Number of Integral Solutions of an Equation

How many solutions are there to the equation x1 + x2 + x3 + x4 = 10 if x1, x2, x3, and
x4 are nonnegative integers?

Solution Think of the number 10 as divided into ten individual units and the variables
x1, x2, x3, and x4 as four categories into which these units are placed. The number of
units in each category xi indicates the value of xi in a solution of the equation. Each
solution can, then, be represented by a string of three vertical bars (to separate the four
categories) and ten crosses (to represent the ten individual units). For example, in the
following table, the two crosses under x1, five crosses under x2, and three crosses under
x4 represent the solution x1 = 2, x2 = 5, x3 = 0, and x4 = 3.

Categories Solution to the equation x1 + x2 + x3 + x4 = 10
x1 x2 x3 x4

×× | × × × × × | | × × × x1 = 2, x2 = 5, x3 = 0, and x4 = 3

× × × × | × × × × ×× | | x1 = 4, x2 = 6, x3 = 0, and x4 = 0

Therefore, there are as many solutions to the equation as there are strings of ten
crosses and three vertical bars, namely

(
10 + 3

10

)
=
(

13
10

)
= 13!

10!(13− 10)! = 13 ·12 ·11 ·10!
10! ·3 ·2 ·1 = 286. ■

Example 9.6.6 illustrates a variation on Example 9.6.5.

Example 9.6.6 Additional Constraints on the Number of Solutions

How many integer solutions are there to the equation x1 + x2 + x3 + x4 = 10 if each
xi ≥ 1?

Solution In this case imagine starting by putting one cross in each of the four categories.
Then distribute the remaining six crosses among the categories. Such a distribution can
be represented by a string of three vertical bars and six crosses. For example, the string

××× | |×× | ×

indicates that there are three more crosses in category x1 in addition to the one cross
already there (so x1 = 4), no more crosses in category x2 in addition to the one already
there (so x2 = 1), two more crosses in category x3 in addition to the one already there
(so x3 = 3), and one more cross in category x4 in addition to the one already there (so
x4 = 2). It follows that the number of solutions to the equation that satisfy the given
condition is the same as the number of strings of three vertical bars and six crosses,
namely

(
6 + 3

6

)
=
(

9
6

)
= 9!

6!(9− 6)! = 9 ·8 ·7 ·6!
6! ·3 ·2 ·1 = 84.

An alternative solution to this example is based on the observation that since each
xi ≥ 1, we may introduce new variables yi = xi − 1 for each i = 1, 2, 3, 4. Then each
yi ≥ 0, and y1 + y2 + y3 + y4 = 6. Thus the number of solutions of y1+y2+y3+y4 =6
in nonnegative integers is the same as the number of solutions of x1 + x2 + x3 + x4 = 10
in positive integers. ■
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Exercise
Additional Constraints on the Number of Solutions 
How many integer solutions are there to the equation x1 + x2 + x3 
+ x4 = 10 if each xi ≥1?

Start by putting one cross in each of the four categories, then distribute the 
remaining six crosses among the categories
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In this chapter we discussed how to count the numbers of
ways of choosing k elements from n

Order 
Matters

Order 
Doesn’t  Matter

Repetition
Allowed

Repetition 
not Allowed

590 Chapter 9 Counting and Probability

Which Formula to Use?
Sections 9.2, 9.3, 9.5, and 9.6 have discussed four different ways of choosing k elements
from n. The order in which the choices are made may or may not matter, and repetition
may or may not be allowed. The following table summarizes which formula to use in
which situation.

Order Matters Order Does Not Matter

Repetition Is Allowed nk

(
k + n − 1

k

)

Repetition Is Not Allowed P(n, k)

(
n

k

)

Test Yourself
1. Given a set X = {x1, x2, . . . , xn}, an r -combination with

repetition allowed, or a multiset of size r , chosen from X
is _____, which is denoted _____.

2. If X = {x1, x2, . . . , xn}, the number of r -combinations with
repetition allowed (or multisets of size r ) chosen from X is
_____.

3. When choosing k elements from a set of n elements, order
may or may not matter and repetition may or may not be
allowed.

• The number of ways to choose the k elements when
repetition is allowed and order matters is _____.

• The number of ways to choose the k elements when
repetition is not allowed and order matters is _____.

• The number of ways to choose the k elements when
repetition is not allowed and order does not matter is
_____.

• The number of ways to choose the k elements when
repetition is allowed and order does not matter is
_____.

Exercise Set 9.6
1. a. According to Theorem 9.6.1, how many 5-combinations

with repetition allowed can be chosen from a set of three
elements?

b. List all of the 5-combinations that can be chosen with
repetition allowed from {1, 2, 3}.

2. a. According to Theorem 9.6.1, how many multisets of size
four can be chosen from a set of three elements?

b. List all of the multisets of size four that can be chosen
from the set {x, y, z}.

3. A bakery produces six different kinds of pastry, one of
which is eclairs. Assume there are at least 20 pastries of
each kind.

a. How many different selections of twenty pastries are
there?

b. How many different selections of twenty pastries are
there if at least three must be eclairs?

c. How many different selections of twenty pastries con-
tain at most two eclairs?

4. A camera shop stocks eight different types of batteries, one
of which is type A7b. Assume there are at least 30 batteries
of each type.
a. How many ways can a total inventory of 30 batteries be

distributed among the eight different types?
b. How many ways can a total inventory of 30 batteries be

distributed among the eight different types if the inven-
tory must include at least four A76 batteries?

c. How many ways can a total inventory of 30 batteries be
distributed among the eight different types if the inven-
tory includes at most three A7b batteries?

5. If n is a positive integer, how many 4-tuples of integers from
1 through n can be formed in which the elements of the
4-tuple are written in increasing order but are not nec-
essarily distinct? In other words, how many 4-tuples
of integers (i, j, k, m) are there with 1 ≤ i ≤ j ≤ k ≤
m ≤ n?

6. If n is a positive integer, how many 5-tuples of integers from
1 through n can be formed in which the elements of the
5-tuple are written in decreasing order but are not nec-
essarily distinct? In other words, how many 5-tuples of
integers (h, i, j, k, m) are there with n ≥ h ≥ i ≥ j ≥ k ≥
m ≥ 1?

7. Another way to count the number of nonnegative integral
solutions to an equation of the form x1+x2+· · ·+xn =m is
to reduce the problem to one of finding the number of n-
tuples (y1, y2, . . . , yn) with 0 ≤ y1 ≤ y2 ≤ · · · ≤ yn ≤ m.
The reduction results from letting yi = x1 + x2 + · · · + xi

for each i = 1, 2, . . . , n. Use this approach to derive a gen-
eral formula for the number of nonnegative integral solu-
tions to x1 + x2 + · · · + xn = m.
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