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LOCAL SEARCH
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- If the path to the goal does not matter, another class of i)
algorithms that do not worry about the path is considere

- Here, in many optimization problems, the path to the goal is
irrelevant; the goal state itself is the solution.

- Local Search algorithms operate using a single current node
(rather than multiple paths) and move only to neigbours of
that node T

- The paths followed by the search are not retained
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L.ocal Search

- Examples:
- Minimisation or Maximisation problems
- Minimise the cost, as in cost functions

- Reducing conflicts, as in n-queens
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L.ocal Search

- In most problems, once a solution is found, the path to the
goal constitutes a solution to the problem

- In many problems, the path to the goal is irrelevant

 For example, in the 8-queens problem: what matters is the final
configurations of queens not the order in which they are added

- This also holds in many applications such as integrated-
circuit design, factory-floor layout, telecommunication
network optimisation, vehicle routing, ...
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L.ocal Search

- Local search has the following main advantages

» They use very little memory (usually a constant amount)

 They can often find reasonable solutions in large or infinite

(continuous) state spaces for which systematic algorithms are
unsuitable

- Another advantage of using local search is their ability of solving
optimisation problems

- The goal of optimisation problems is to find the best state according
to an objective function
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Local Search-State Space Landscape

objective function
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global maximum
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State-Space Landscape ST % ]‘
\

A landscape has both location (defined by the state) and elevation
(defined by the value of the heuristic cost function or objective function)

- If elevation corresponds to cost, then the aim is to find the lowest
valley—a global minimum,; if elevation corresponds to an objective
function, then the aim is to find the highest peak—a global maximum

- A complete local search algorithm always finds a goal if one exists; an
optimal algorithm always finds a global minimum /maximum
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L.ocal Search T W

- Local search can be used on problems that can be formulated as finding a solution
maximizing a criterion among a number of candidate solutions.

» Local search algorithms move from solution to solution in the space of

candidate solutions (the search space) untll a solution deemed optlmal IS @-ﬂ J
e

found or a time bound is elapsed. Wil wts cgwej")re [ ] M;)

- For example, the travelling salesman problem, in which a solution is a cycle
containing all nodes of th nd the target is to minimize the total length

of the cycle. i.e. a solution e a cycle and the criterion to maximize is a
combination of the number of nodes and the length of the cycle.
- Alocal search algorithm starts from a candidate solution and then iteratively

moves to a neighbor solution. Y i ) 9 (A
seled<d k-
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Local Search g o\
-7 X

- The idea of local search: —A—

» Select a random initial sIatT(ﬁ%rate ar

- Make local modifications to improve

Stake &~
initial state)

state e~
- Repeat until a goal state is found e szwcwa e N~ e~

Cewdr SPacq s ;vf(;&(
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Local Search ) i [ reed Mot
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- Terminate on a time bound or if the@tion is not improved after

@%g\em v\}-‘-«\

number of stepg. \\ )

- Local search algorithms are typically incomplete algorithms, as
the search may stop even if the best solution found by the algorithm is

not optimal.
&
. Q \C&M \
!
/

J
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Local Search - Advantages

« No need to maintain a search tree.

- Use very little memory.

- Can often find good enough solutions in continuous or
large state spaces.
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Local Search Algorithms

Hill climbing (steepest ascent/descent).

Simulated Annealing: inspired by statistical physics.

L.ocal beam search.

Genetic algorithms: inspired by evolutionary biology.
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HILL-CLIMBING
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Hill-Climbing Search (2t oq-otobs! mesimum

- Also called greedy local search. 2|
g'\/ g(x-)-
» Looks only 0 immediate good L) "

local maximum‘/
T ——

"flat" local maximum

neighbors and not beyond.

- Continually moves in the direction
VLN

»state space

current

state _ —_
Keo = 10575

e

of increasing value (i.e., u_pgi_ll) to

find the top of the mountain. "
p ’/u,.)L

- Terminates when it reaches a “peak”, no neighbor has a higher value

=

» Only records the state and its objective function value.
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H lll- Cl]mbln g S e arch objectiye function

- [SSUES: shoulder

lobal maximum

local maximum

« Can terminate with a local maximun "flat" local maximum

e

global maximum or can get stuck

and no progress is possible.

-

»state space
current - P

state

- Its success depends very much on

the shape of the state-space

—————"

land-scape: if there are few local

maxima, random-restart hill

STU DEI\#%B‘%S%I IIfind a “gQ_ELEI” solution very quickly. Uploaded By: anonymous




Hill-Climbing Search =

function HiLL-CLIMBING (initialState) W
returns State that is a local maximum

initialize current with initialState

Desof
loop do GM

—neighbor = a highest-valued successor of current

if neighbor.value < current.value:
return current.state

[/ current = neighbor

 The hill-climbing search algorithm, which is the most basic local search technique.
At each step the current node is replaced by the best neighbor; in this version, that

means the neighbor with the highest VALUE, but if a heuristic cost estimate h is used,
STUD WeoultB find the neighbor with the lowest h. ) Uploaded By: anonymous




Hill-Climbing Search - Example

- Back to 8-queens problem

- Place n queens on an nxn board with no two queens on the
same row, column, or diagonal.

- Move a queen to reduce number of conflicts.

h=5 h=0
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Hill-Climbing Search - Example

- The heuristic cost functior@is the number of pairs of queens
that are attacking each other, either directly or indirectly

» The global minimum of this function is zero, which occurs
only at perfect solutions =0, Ne qoes a;b‘ra&g

qe o7
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Hill-Climbing Search - Example

- h = number of pairs of queens that are attacking each other, either directly or

indirectly Luo4 - \\IW\Q
R
14 13 14

18 |§2 12
16 15.14-16

/ 18 15 |12 14

Each number indicates h ! w 16 16
if we move a queen in its C 17 w

16
corresponding column w .8 w w
15

14 17.14.13
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Hill-Climbing Search - Example

« Local search will use the

complete-state

formulation (in which

each state has 8 queens

on the board, one per

column)

STUDENTS-HUB.com

18 (12| 14 13 |12

16 15 14

W
12

(b)

Figure4.3  (a) An 8-queens state with heuristic cost estimate .= 17, showing the value of
h for each possible successor obtained by moving a queen within its column. The best moves
are marked. (b) A local minimum in the 8-queens state space; the state has h =1 but every

successor has a higher cost.




Hill-Climbing Search

- Hill-climbing continuously moves in the direction of
increasing value (until the peak is reached-termination)

- [t only looks one step ahead to determine if any successor is
better than the current state (which if found, it will move to

the best successor)
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Hill-Climbing Search

- Hill climbing often makes rapid progress toward a solution
because it is usually quite easy to improve a bad state Xﬂ\

e

- [fis not CWG as the search might terminate at local-
minima, plateaus, and ridges
K

%’
95 E) ‘
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Hill-Climbing Search - Variants -

» Other variants of hill climbing include

- Sideways moves escape from plateau where best successor

has same value as the current state.

- Random-restart hill climbing overcomes local maxima: start over
when no progress is made (do a random restart from a randomly
generated initial state and perform hill-climbing search

- Stochastic hill climbing chooses at random among the uphill
moves. > 7

‘ >—> T N
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Stochastic Local Search

—_—

l
» Local search algorithms are concerned with some effective mechanisms

of escaping from local minimas

- In stochastic local search, move to the best neighbour; the neighbour

with the best evaluation function (Greedy search)

- Then we will u@nn%oid getting stuck in local minima
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Stochastic Local Search

- Random initialization step

- Randomised search steps

- Here, suboptimal /worsening steps are allowed.

_—

» Results in improved performance and more robust algorithm

* The degree of randomness of the algorithm is controlled by a noisy

parameter

STUDENTS-HUB.com Uploaded By: anonymous



37

Stochastic Hill-Climbing Search \M

—

 Not all neighbouring nodes are examined before deciding which node

e

a—

to select.

« A neighbouring node is selected at random, then based on the amount

—_—

of improvement in that neighbour the algorithm decides whether to

move to that neighbour orte-examine another.
\" Ce «&@m/ Ph’\

.
-
/4
74 =
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Stochastic Hill-Climbing Search

- Algorithm

* Repeat until a solution is found or the current state does not change.
r - Select a state that has not been yet applied to the current state.

Apply the successor function to the current state and generate all the neighbour
states.

- Among the generated neighbour states which are better than the current state

P choose a state randomhl%ca:-ba\@ on some probability function).

- If the chosen state is the g_gg{ggqte, then return success, else make it the current
state and repeat step 2 of the second point.

- Exit from the function.
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Hill-Climbing Search - Advantages

- Used in various optimization problems, such as scheduling,
route planning, and resource allocation

- Simple and intuitive algorithm
- Can be modified to include other heuristics or constraints

A good choice to find a quick solution (as it finds a local
maxima/minima) quickly

—
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Hill-Climbing Search - Disadvantages
u«':w%\w»
- Can get stuck in local optima, meaning that it may not find the
global optimum of the problem

- As it depends on a random initial value, a poor initial solution
Q may result in a poor final solution

Does not explore the search space very thoroughly

_

- Less effective thail\ other optimization algorithms such as
genetic algorithms (at least for certain types of problems)
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SIMULATED ANNEALING
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Simulated Annealing

 Simulated Annealing (SA) is another
iterative improvement algorithm in , r -

1!)

which randomness is incorporated to expand the search space and
avoid becoming trapped in local minimum

« To avoid being stuck in a local maxima, it tries randomly (using a
probability function) to move to another state, if this new state is better
it moves into it, otherwise try another move... and so on.

 As the name implies, the algorithm simulates the process of annealing

« Annealing is a technique in metal-casting where molten metal is heated
and then cooled in a gradual manner to evenly distribute the molecules

into a crystalline structure
STUDENTS-HUB.com Uploaded By: anonymous



Simulated Annealing

» To explain simulated annealing, we switch our point of view from hill
climbing to gradient descent (i.e.,, minimizing cost) and imagine the
task of getting a ping-pong ball into the deepest crevice in a very
bumpy surface

- [f we shake the surface, we can bounce the ball out of the local
minimum—perhaps into a deeper local minimum, where it will spend
more time. The trick is to shake just hard enough to bounce the ball
out of local minima but not hard enough to dislodge it from the global
mini- mum. The simulated-annealing solution is to start by shaking
hard (i.e., at a high temperature) and then gradually reduce the
intensity of the shaking (i.e., lower the temperature).
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Simulated Annealing

- Simulated annealing combines hill climbing with random
walk (that is, in each step, randomly select one of the
neighbouring positions of the search space and move there)

_

in such way that yields both completeness and efficiency

- Instead of picking the best move, a random move is picked

- If the situation is improved, then it is accepted. Otherwise,
the algorithm accepts the move with some probability less
than 1. The probability decreases exponentially with the
“badness” of the move
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- Terminates when finding an acceptably good solution in a fixed amount of time,
rather than the best possible solution.

- Locating a good approximation to the global minimum of a given function in a

large search s :
- Widely used in VLSI layout, airline scheduling, etc.
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Simulated Annealing

 The overall structure of the simulated-annealing algorithm is similar to hill
climbing. Instead of picking the best move, however, it picks a random move. If the
move improves the situation, it is always accepted. Otherwise, the algorithm
accepts the move with some probability less than 1.

function SIMULATED-ANNEALING(problem, schedule) returns a solution state
current <— problem.INITIAL
forz=1to~do
T < schedule(t)
if T = 0 then return current
next < a randomly selected successor of current
AE < VALUE(current) — VALUE(next)
if AE > 0 then current < next

else current < next only with probability eA£/T

Figure 4.5 The simulated annealing algorithm, a version of stochastic hill climbing where
some downhill moves are allowed. The schedule input determines the value of the “tempera-
ture” T as a function of time.
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Simulated Annealing

* The problem with this approach is that the neighbors of
a state are not guaranteed to contain any of the existing
better solutions which means that failure to find a
better solution among them does not guarantee that no
better solution exists. T

- It will not get stuck to a local optimum.

- If it runs for an infinite amount of time, the global
optimum will be found.
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LOCAL BEAM SEARCH
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L.ocal Beam Search W
I

- Local beam search keeps track of k states

—_—

~—

- It begins with k randomly generated states

At each step, all the successors of all k states are
generated. If any one is a goal, the algorithm halts.

- Otherwise, it selects the k best successors from the
complete list and repeats
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L.ocal Beam Search

- It's simple idea is to keep around those states that are good,
and remove the rest .

- [t is similar to Hill Climbing

« Start from N initial states

- Expand all N states and keep k best successors

e

- This would add the ability to avoid some local optima. It is
mainly good when the search space is large
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- Determine all successors of N states ®w
')

- Extend all paths one step o T

—_— ) —

Local Beam Search - Algorithm

 Start with N random states

- Reject all paths with loops

- Sort all paths in queue by the estimated distiance to goal

- Test if any of the successor is goal and términate

- Else select N best from the successors and repeat

e
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GENETIC ALGORITHMS
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— Genetic Algorithm

- Inspired by evolutionary biology and natural selection, such as

inheritance.

* A genetic algorithm (GA) is a search technique used in computing to

find true (or approximate) solutions to optimization and search

problems.

 GAs are categorized as global search heuristics.
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Genetic Algorithm

- Evolves towards better solutions.geo( s T2

- Starts with k randomly generam (population); each
state is an individual.
- In each generation, the fitness of every individual in the

population is evaluated, multiple individuals are selected
from the current population (based on their fitness), and

modified to form a new population.

» A successor state is generated by combining two parent
states, rather by modifying a single state.
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Genetic Algorithm - Terminology

- Individual - Any possible solution
- Population - Group of all individuals

- Fitness - Target function that we are optimizing (each
individual has a fitness)

- Trait - Possible aspect (features) of an individual

. Genome - Collection of all chromosomes (traits) for an
individual. -

- The selection process for selecting the individuals who will
become the parents of the next generation.
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Genetic Algorithm - Terminology -: -

* Crossover - the recombination procedure. One common approach
(assuming p = 2), is to randomly select a crossover point to split each
of the parent strings, and recombine the parts to form two children,
one with the first part of parent 1 and the second part of parent 2; the
other with the second part of parent 1 and the first part of parent 2.

Fixed length
44— Chromosome =———p

AB [C |D |E
kY P;&c\r]}_s selected Pﬁ’spring Parents selected Offspring
() —> [A[BIC[D[E| [A[Bic[d[&F A[B]{C[DIE A[B[c|d|E
: Swa : : : Swap .
@ ;abcde a|bEC[D[E a|bjc|die alb|C|[D]|e
=

Crossover point
p Crossover  Crossover

pointl point2

STU D E NTS' H U B .CO[¥)One Point Crossover in Genetic Algorithm b: Two Point Crossover in Genetic Algorithm U ploaded By anonymous



Genetic Algorithm - Terminology

- The mutation rate: determines how often offspring have random
mutations to their representation. Once an offspring has been
generated, every bit in its composition is flipped with probability
equal to the mutation rate.

J ¥
@) [00110114[0700 1001000[1011](®
crossover ) —
507170117011 1001000[0[0100

C__ >

mutation i

00110111010] 10010100100
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Genetic Algorithm 1

—

* GA follows the Concep@vival of the fittest™Nin which,

better and better solutions evolve Tro
until a near optimal solution is obtained

10US generations

- GA works iteratively and candidates are represented as

strings of genes called chromosomes

- Used to improve the performance of other AI methods (such

as finding the best parameters of NN)

STUDENTS-HUB.com
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Genetic Algorithm

%_CA(WUUNS

- A better state is generated by combining two parent states.

- The good genes (features) of the parents are passed onto the

children.

STUDENTS-HUB.c
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Genetic Algorithm

- Each state, or individual, is represented as a string over a finite alphabet—
(often a Boolean string), just as DNA is a string over the alphabet ACGT

- For example, an 8-queens state must specify the positions of 8 queens, each in a
column of 8 squares which is then represented as 8-digits

L~ . 2 [ ]
24748552 | 24 31% .| 32752411 i 32748552 —| 32748[1p2 wl
32752411 | 23 29% 247?48552 247752411 = 24752411 \Wl..
24415124 % 32752411 : 32752124 |—[32b2124 | | .E
32543213 | 11 14% | 24415124 24415411 ——=| 2441541[]] W %.E
(@ (b) (©) (d) (e)

Initial Population  Fitness Function Selection Crossover Mutation

Figure 4.6 A genetic algorithm, illustrated for digit strings representing 8-queens states. The

initial population in (a) is ranked by a fitness function in (b) resulting in pairs for mating in

(c). They produce offspring in (d), which are subject to mutation in (e). 2 il

STUDENTS-HUB.com
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Genetic Algorithm

- In the production of the next generation of states, each state is
rated by the objective function (the fitness function)

- Higher values for better states.

» The next generation is produced as an improved solution by

selecting parents with higher fitness ratings (selection), crossover,

and mukgtion — y T

- Commonly, the algorithm terminates when either a maximum
e

number of generations has been produced, or a satisfactory
fitness level has been reached for the population.

STUDENTS-HUB.com Uploaded By: anonymous



Genetic Algorithm - Basic Algorithm

- Start with a large “population” of randomly generated
“attempted solutions” to a problem

- Repeatedly do the following:
— Evaluate each of the attempted solutions

— (probabilistically) keep a subset of the best solutions

— Use these solutions to generate a new population

- Quit when you have a satisfactory solution (or you run out
of time) -
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-
Genetic / 1}

Initial Random
Population
/Is Ewvaluate Fitness I(

i}

New Population
Offsprings

Selection

i - of Optimum
Solution
a
I Replace I
s
\ ) Accept |
® Seclection

Cross over
Mutation E

STUDENTS-HUB.com Uploaded By: anonymous




i_&/q_‘ q_+é_+§‘a-°(——*

Genetic Algorithm L
et )

- A fitness function should return higher values for better
states

- So for example, a possible fitness function is the number
of non-attacking pairs of queens that we are interested to

maximize, which has a value of 28 for a solution
- In other words we want the number of attacking

pairs of queens to be zero in the solution assignment of the
queens.

*Fitness, functlon number of non- attacklng pairs of
STUDa‘ﬂéélﬂ%Scc(nnnn O max=8%*7 / ) = 28) Uploaded By: anonymous



Genetic Algorithm

- Consider a population of four 8-digit strings, each representing a state of the 8-
queens puzzle

- the c-th digit represents the row number of the queen in column ¢

24748552

32752411

24415124

82543213

(a)
Initial Population

)

Fitness Function

c2s2

24748552

52 (524101

>~
>~

24415124

(c)

Selection

32748552

3274812

24752411

247752411

S 1 2 4

32252124

24415411

(d)

Crossover

2441541[7]

(e)
Mutation

Figure 4.6 A genetic algorithm, illustrated for digit strings representing 8-queens states. The
initial population in (a) is ranked by a fitness function in (b) resulting in pairs for mating in

STULENrhey prbdEe€ 6tfpring in (d), which are subject to mutation in (e).

32752411
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Genetic Algorithm - Fitness

- Example of fitness functions @7
24748552
T
23
32752411
20

m) | 24415124

11
m) | 32543213
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Genetic Algorithm - Relative fitness

- The values of the four states are 24, 23, 20, and 11

- The fitness scores are then normalized to probabili

« 24/(24+23+20+11) = 31%
. 23/(24+23+20+11) = 29%
« 20/(24+23+20+11) = 26%
«11/(24+23+20+11) = 14%

fitness(x;)

9,07 1

24748552

32752411

2 % -

23 29%

- Relative fltneSS=Zwi1=1 fitness(x;)

STUDENTS-HUB.com
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20 26%

32543213

/

11 14%
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=

32752411 |

24748552 ¢

32752411 |

24415124 |
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Genetic Algorithm - Selection

207,
- Pairs of individuals are selected at
random for reproduction w.r.t. SOME 54748552 | 24 319~ 327§524 11
probabilities. Pick a crossover point >< ?

per pair Q@‘ 32752411 | 23 29% 247548552

2
(O 24415124 Q: 327521411

32543213 11 1a% [ 24415124

(a) (b) ()

Initial Population  Fitness Function Selection
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Genetic Algorithm - Crossover

* A crossover point is chosen randomly in the string. Offspring are
created by crossing the parents at the crossover point.

- Various rules of selection can be applied: threshold?

48552

R :
(8 [ 24748552 | 24 319”.] 32752411

¥

8| 32752411 [ 23 29% | 24748552

>~
sl e s
>~

24752411 |

327752124

_» ©] 24415124 | 20 26% /432752411

\m 32543213 \

11 14% ~| 24415124

24415411

(a) (b) (c) (d)
Initial Population Fitness Function Selection Crossover
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Genetic Algorithm - Crossover

- Each element in the string is also subject to some mutation with a small probability

« Crossover means choosing a random position in the string (say, after 3 digits) and exchanging the
segments either to the right or to the left of this point with another string partitioned similarly to
produce two new off spring

- We cross over the parent strings at the crossover points, yielding new offspring.

32748552 —| 32748152

24748552 | 24 31% .| 32752411

et

32752411 [ 23 20% | 24748552

24752411 —| 247752411

/

/

24415124 |_20 26% | 32752411 >_< 32752124 || 3222124

24415411 —| 2441541]]

32543213 | 11 1a% | 24415124

(@) (b) ©) (d) (e)
STUDENIhihaHdfmlatsi  Fitness Function Selection Crossover Uploadatafiyn: anonymous



Genetic Algorithm

- Mutation: each location in each string is subject to random mutation
with a small independent probability. One digit was mutated in the
first, third, and fourth offspring. In the 8-queens problem, this
corresponds to choosing a queen at random and moving it to a

.. Mlar A lo
random square in its column. ok
AR L

24748552 % 32752411 >_< 32748852 |—=| 32748152

32752411 | 23 29% 247748552 247752411 —| 24752411

24415124 | 20 26% | 32752411 >_< 30752124 —| 32252124

24415411)—~| 2441541
\/'

/

/

32543213 | 11 14% 244155124

8 (b) (© (d)

opulation Fitness Function Selection Crossover
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Genetic Algorithm

- Mutation is an arbitrary change in a situation
- Sometimes it is used to prevent the algorithm from getting stuck

- The procedure changes One to Zero (in case of binary string). This
change occurs with a very low probability (say 1 in 1000)

. {
24748552 | 24 31% .| 32752411 >_< 32748552 —=| 32748152

el

32752411 [ 23 29% | 24748552

247752411 —| 24752411

/

24415124 | 20 26% | 32752411 >_< 32752124 —| 32P52124

/

24415411 —| 2441541[7]

32543213 | 11 14% 24415?124

(a) (b) (c) d (e)
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_5| 24748552 24@% ; 32752411 >_< 3274455 || 32748@p2
Ger o 2475241 —| 24752411
C 1 32752411 % 24748552 5241!
24415124 % 32752411 32752124 —| 3252124
2% [32543213| 11 14% [ 24415124 24415411 2441541[]]
(a) (b) (c) (d) (e)
Initial Population  Fitness Function Selection Crossover Mutation
[ N w W
— --I. | —
will | wiw | s
H B B B i
= H N | W
iy will v L iy i
H Huy B Q

Figure 4.7 The 8-queens states corresponding to the first two parents in Figure 4.6(c) and
the first offspring in Figure 4.6(d). The green columns are lost in the crossover step and the
red columns are retained. (To interpret the numbers in Figure 4.6: row 1 is the bottom row,

STUDENTS-Hid@8&the top row.) Uploaded By: anonymous



o
Genetic Algorithm

function GENETIC- ALGORITHM (population, fitness-function)
returns an individual

repeat
initialize new-population with
for i=1 to size(population) do

_s x = random-select(population,fitness-function)
—2_% = random-select(population, fitness-function)
_—=child = cross-over(x,y)
—» mutate (child) with a small random probability
——> add child to new-population

population = new-population

> until some individual is fit enough or enough time has elapsed

STUDENTS-HUB.com  return the best individual in population w.r.t. ﬁtness'fumti?}bloaded By: anonymous



Genetic Algorithm

» Genetic Algorithms are considered robust search algorithm
- Suitable for optimization problem over large space state

- Robust to noise or change of data
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