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Chapter one :
1.1: system of linear equations:

A linear equation : a1x1+a2x2+……..+anxn=b, where x are variables, a,b are real numbers. 

2x1-x2+x3=5
X1+3x2+x3=6 
Is 2x3 linear system.

A non linear system : at least one of the equations in the system are nonlinear :
Exp>> x+y=1
           X+y=5
—————————————————————————————————————————
Remark : in general there are three possibilities for 2x2 linear system:
1- the lines intersect at a point (unique solution).
2- they are parallel (no solution).
3- both equations represent the same line (infinite solution).

Remark : in general there are three possibilities for mxn linear system:
1- (unique solution).
2- (no solution).
3- (infinite solution).

—————————————————————————————————————————
                                                                        m x n

Consistent In Consistent

No solution Unique 
Solution 

Infinite 
Solution 

—————————————————————————————————————————
Equivalent systems :
Two systems of equations are called equivalent systems if they have the same variables 
(unknowns) and the same solution set.
—————————————————————————————————————————
Square system: If m=n and it is called an nxn linear system. 

—————————————————————————————————————————
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number of equations.
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Strict triangular form :
1- nxn system .
2- if in the k equation the coefficient of the first k-1 variables are all zero and the 
coefficient of sky is nonzero (k=1,2,3,….,n)
Exp:
X1+x2+x3=8
 0  +2x2+x3=5
 0  + 0    + x3=9
This example is strict triangular form.

1- the system is strict triangular form is easy to solve and has a unique solution.
2- we have the system by backward substitution method . لحلاب عوجر عجرب

———————————————————————————————

———————————————————————————————
How to transform a system in strict triangular form?
1- interchange two rows
2- multiply a row by a nonzero constant
3- replace a row by its sum with a multiple of another row.

———————————————————————————————

Augmented matrix = [A:b]

Coefficient matrix = [A] <<<< ةفوفصمك تاسكلاا تلاماعم بتكب

———————————————————————————————

——————————————————————————————— Menna Tullah Jayousi

=
-

[! TO

#3)

· esi
Uploaded By: Menna Tullah JayousiSTUDENTS-HUB.com



1.2: Row Echelon Form(REF)

1- the first nonzero entry in each nonzero row is 1 called the leading one or the pivot 1.
2- the leading 1 in the k row is do the right of the leading 1 in the (k-1) row.

3- zero rows are below the nonzero rows.

———————————————————————————————————————
Gaussian elimination method (REF)

———————————————————————————————————————
Gaussian Jordan elimination method (RREF)

1- the matrix is in REF.
2- the first nonzero entry in each row 1’s is the only nonzero entry in its column.

———————————————————————————————————————
Under determined : m<n Over determined : m>n

No solution Unique InfiniteNo solution Infinite

———————————————————————————————————————
Homogeneous system : Ax=0

Homogeneous system is always consistent since there is a solution called the zero solution 
or the trivial solution

Under determined homogeneous linear system has always infinite solution 

———————————————————————————————————————Menna Tullah Jayousi
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———————————————————————————————

———————————————————————————————

———————————————————————————————

———————————————————————————————
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enconsistent
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-

3. &

Ref God inconsistents
5X

homogeneous ,

example Let Axeb be alinear system whose augmented Matrix (Alb)

has reducedrowchelon formin

Iif a anda determinea

f A andB are singular then A+B is not also non singular.

Uploaded By: Menna Tullah JayousiSTUDENTS-HUB.com



1.3 : Matrix arithmetic

mxn is the size (order) or the dimension of Amxn 

For similarity we use the notation : A=aij: i=1,2,….,m
                                                                 J=1,2,….,n

a45

Column vector is an mx1 matrix

Row vector is an 1xn matrix.  B=[1. 3. 4. 7.]

R     : 
2x3

The equality matrices : two matrices A and B are equal iff they have the same size and aij=bij.

Properties of addition and scalar multiplication:

1- k(A+B)=kA+kB.
2- (k r)A = r(kA)=k(rA).
3-A+B=B+A.
4- A+(B+C)=(A+B)+C.
5- A+0=0+A=A.
6- A-A=A+(-A)=0.
-A is called the additive inverse of A.

——————————————————————————————
When I want to multiply two matrices A and B they should have the same size.

——————————————————————————————
AB=BA

——————————————————————————————
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·
· = A = [] .

ji"
↑ column rectors> ap :(a)ow vector As a

Texplain↳ E by the exp

y

IX /+30 ISBN1 1X2 + 3x3I ]6)+ 6/2 +3 213 =) Zig,/
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If it is told me to write the system in a matrix form :

——————————————————————————————
Linear combination : c1a1+c2a2+….+cnan

——————————————————————————————
The transpose of a matrix :

An nxn matrix A is said to be symmetric if A=A

An nxn matrix A is said to be skew symmetric if A=-A
The zero matrix is always skew or symmetric .

——————————————————————————————

Menna Tullah Jayousi

Ux1+ 2x2 + X3 = 1 .

5x1 + 3X2 + 7x3=
2 .

-

2

S=**
A

↳p 1 be a linear combination of a(2) , ar(s) ?

Answer b - cial + 1292

(i) = (2) + (() =) 2 = 4 +2=
2u = 2 + 52

24 = 4 + 5=
by 201 par = b is a linear combination of al and az.

-not linearcombinationic and C (019. 11
l

=> A = Laijt= (ajil = Brxm.

↳expe
as [u)A]

T

T

=2
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Properties of the transpose :
1-(A)=A.
2-(A+B)=A+B.
3- (KA)=KA.
4-(AB)=BA.
5- If A ,B are symmetric, then A+B is symmetric.
6-If A is symmetric, then kA is symmetric.
—————————————————————————————————————————

Menna Tullah Jayousi
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1.4:Matrix algebra:

The identity matrix : 

IB=BI=B

———————————————————————————————
Matrix inversion :

An nxn matrix A is said to be invertible if there exists a matrix B such that AB=BA=I, the 
matrix B is called the inverse or multiplicative inverse of A denoted by A, If A does not 
exist,then A has no inverse(A is called singular or invertible).

How to find the inverse of 2x2?

If     =0, the A is singular.

———————————————————————————————

If A and B are nonsigular nxn matrices ,then AB is also nonsigular and : 

Algebraic rules for inverses:

1-The inverse of A if exists is unique.
2- (A)=A.
3-(kA)=1/k A.
4- If A is invertible then A is invertible and A=A.
5-[(AB)]=(A)(B).

———————————————————————————————
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1.5: elementary matrices :
A matrix E is called an elemantary matrix if it is obtained from the identity In by performing 
exactly one row operations.

There are three types :
1- interchanging any two rows of In.
2- multiplying any row of In by a nonzero constant.
3- adding a multiple of one row of In to another row of In.

————————————————————————————————
If E is an elementary matrix, then E is nonsingular (invertible) and E is an elementary of the 
same type .

————————————————————————————————
A matrix B is row equivalent to a matrix A : 

————————————————————————————————
If A is row equivalent to B, then B is row equivalent to A.
If A is row equivalent to B and B is row equivalent to C, then A is row equivalent to C.————————————————————————————————

The system Ax=b, where Anxn, has a unique solution, iff A is nonsingular (The solution is x=Ab).  

————————————————————————————————

If A is nonsingular then A is row equivalent to I.

Menna Tullah Jayousi

+

B = Er Er- .... EA.

Example= if we have -[ &
find an elementary matrix E such that EA-B = Bis row equivalent to t

:AsgidEss-*B and As↓
&

·xiAsyl, Gill-8-B19:
-

- -

E,[]E,J Fed3 E . B-
E

·158

-

AX
= o AX : b

+- -
I inf unique if No solution :

infinite ,

I
if A

if A is non singular. I
A

nonsingular. is singular
A singular
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To find the inverse for 3x3 matrix and above : 

—————————————————————————————————————————
If he tolds me to solve the system Ax=b using the inverse of A : 

—————————————————————————————————————————
Diagonal and Triangular matrices:
A is said to be triangular if it is either upper or lower triangular.

—————————————————————————————————————————
Menna Tullah Jayousi

↳ I will take an example => As [i] find A
-
ii)pi ha- L

Ca 153) : [oi2098J -
(Asingular! inversei20100

&&
&

E
iJEN's Es I

RREF &
Al 11

, B

example => x1 + 1 + 243 =2

( [i]X2 + 2x2 = 3 .

2X1 * X3 = 0 .

AXb .

X -A b

49,
jobs
-/
·Addi

- -

AJ upper triangular. Bo lower triangulara

C. [do] Diagonala =[00oy diagonal and triangulare

· Every Diagonal is trieger
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LU factorization : (Triangular factorization)

———————————————————————————————
1- if A has an LU factorization , then A is nonsingular iff L is nonsingular. False because L is 
always nonsingular. 

2- if A has an LU factorization , then A is nonsingular iff U is nonsingular. True.

3- if A has an LU factorization , then A is row equivalent to U. True.

———————————————————————————————
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↳ A = LW.

anot everymatrix has an Li factorization.

·%: ] A /19
.

= *

/1 5896.is
-

L =

[ gi % !50's 9
.

41 is

Es 12 (1 , E /19 E-:Jis/
E,d-[us

· E; VIi
· EsErEl As W 8

A = (E3 E2Ei ;"W .

·95.

158, (E1F] Aint
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2.1:The determinant of a matrix

If A was 2x2 matrix then the det(A) or the |A| is =

Then an nxn matrix A is nonsingular iff |A| = 0. 

Cofactor method : 

If A was nxn matrix then the det(A) or the |A| is =

———————————————————————————————

———————————————————————————————

1-If A has a row or column consisting entirely of zeros,then |A|=0.
2-If A has two identical rows or two identical columns,then |A|=0.

———————————————————————————————

Menna Tullah Jayousi

[b]bab
/ /ABI= IBA!= IBIIAl-IAIIBI.

↓ mij =the minorofij = I Mijl
Aij = 71/45 /Mij) .

example if A=54] ThenAm
-+ 1321 = 0 .!

E22
-

344-4-12X1 =
=> 2x2%S

cauf + air Air + ----tain Ain , ifn2 .

example => ifA= (3] Finda

IAl = all An + All + as As

= 3m + 2 mi2 +
U(-1) " mis.

=
- 3

.

ifwehaves Theorem so

alAT = (A)

3

· ·wisi
Iy

It ! = 0 -
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2.2: Prosperities of determinants:

Row operations :
1- |B|=-|A|.

2- |B|=K|A|

3- |B|=|A|

———————————————————————————————
Let E be an elementary matrix then :
|E| = 1- (-1) if E is of type 1.
     = 2- k= 0 if E is type of 2.
     = 3- (1) if E is type of 3.

———————————————————————————————

———————————————————————————————

Menna Tullah Jayousi

=> A = [24] ==[] =%93
=> A = [3] = B = (2) = B= 2A) .

=> A=

13 ]= B = [62s] = (B) = - 25 = (A)

YSRI + R2

I =>ItWi

1(kA) = k*) . a 11 = 1

· IFA) = IEL (A) .

· If A and B matrices then = /ABI = IAI IBI.

If A is singular ,
then 1Al-o and so AB is singular, therefore IABIO = IAIIBI .

·A +B1 + 1AI + IB =G3

· IA)
=y = A is non singular.

a If AA =I
,
then IAF1 = IATA) = III

T

(A)(A) = 1

Al IA) = 1 = lats llp1 .

a 17 he told me to use elemination Method to evaluate det(A).

· REF d
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2.3 : Additional topics and applications :
The adjoins of a matrix:

———————————————————————————————

———————————————————————————————

———————————————————————————————Menna Tullah Jayousi

Tadj(t)

=J
-Aij = (1)" + /Mijl .

↑ Aadj(A) =
IA) In . · ladiAl-iA

- I

· A= adj - ladja) = IA/A = adja!

· adladjA1AI*A.
acremmer'sRule 22-n

Example => x1 +2x2 + X3 = 5. 12 /

ex +x+ + .5.4
*

Yez's I
X1 + 2x2 + 343 =9.

=I
=: Is

determinant
,

write youranswer as aEvaluate the

Followingpolynomial in Xi-
I

E

<
(A) = (a -x)( ++% ) - b 16) +% i

= (a -x)x2 -
b( - x)

+
C .

= - x3 + axt + by +2 .

If A is war thentadj A = ??sing
AadjAs IA1 I if A is singular(Al-o so adjaso.
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3.1:Definitions and examples:

———————————————————————————————

Menna Tullah Jayousi

·Ve isarector space isset of elements together with the operations of

addition and scalar multiplication :
-

C : -if XEV and his scalarethen 2XEU "closed under scalar multiplication."

Cr : it XiyeV ,
then X +yeV "closed under addition"

Ali x +y = y+ X .

Ar: (x+y|+z = X + (y+ z).

As : I an element ot V such that X + 0 = o + X = X
,

XXEV .

Ay : YXEU
,

7- XEU such that X-X = 0.

As : x(x+y) = xX +1y
Ab : (xtBi = XX + BX .

A7 : (xB(x = x(Bx) ·
A8 : bX = X => Notation (U,+, !

=VI (Rotel- * with usual addition and multiplication
is a we ctor space"

2 V = R
2

with usual and is a rector space where La + (c) = Lat
, bu

<(a
,

b) = (a, xb).

3 Mmxn = R*" is the set of all man matrices with real entries under

addition and scalar multiplication is a rector space.

4 The set of all real valued functions undertand . :-

p( +g((x) = f(x) +g(x)
(xf)() = <FIN

5 [[asb] : = [F : [a ,b] - - R if is continuous on Ca
, b]

↳ (f +g)(x) = f(x) +](x) -

(f)(x = 2f(x)
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———————————————————————————————

———————————————————————————————

Menna Tullah Jayousi

nisii
* [b] = [Fia ,b]R : f is continuous on Ea ,

634
(:+g)(x = Fix +g(x).
(xf)(x) = xf(x) -

n+**Fant + . . .tax + 909
Ifx (ix) = fix +2)(xf(x) = xEin

· irrationales = (J , 5 , est..... ) is not a vector space.

1 2 = So , Els F2 , .... 7 is not avector space .

↑ V =&F = deg(f) =34 is not a rector space.

11-X3
,
HEU but i - P + it= de : 3.

* Let V be avector space then:-

NOV = 5
,

VEV

② if xy =5
, then y =X.

-1 .
v=

-U
,

VueV.
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3.2:Subspace and spanning sets:

———————————————————————————————

———————————————————————————————

———————————————————————————————

———————————————————————————————

———————————————————————————————

Menna Tullah Jayousi
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Subspace => X +y
Es.

EXX ES.

⑤ OES
,S .

↑ Let S and T be subspace of avector space V then :

-

I SIT is subspace

② SUT is not always is a subspace of V.

⑤ StT is subspace of V.

a Nullspace = AX=o . ERREF) - - is a subspace ofR

·-1
, sig of free variables
·.

a Linear combination : - Cul + cuzx----num = is a subspace ofV.
↳ Span (visua

, ...., uk) .

example=s Us() ,
v , (b) , ve(i) => V= ev + cava

3(3)= (b) +c(l)"+
: V = -vi + 302/Vis alinearcombination or Span (visual .

a spanning set :- if V = Spanlui ....., ukl . IConsistent"SlijsED
hei = (g) · er . (ii) ses= (i)

a Perez , . --
,eny is the standard spanningset for IR"

X = x() +X
a 91 , X ,

X
, X33 is a spaning set for Py.
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a standard spanningfor R
**

are :

-

[0 :][8] [i] [ii]
a Let A be a UX3 matrix and let bER" . How many possible solutions

could the system Ax = b have if NIALo] ? Answerthe same

question inthe case NIA) + 303 · Explain youranswer

↳IF NAl = O then y = Xo +20 so y = No Therefore , AX= D

has no solution or a unique solution.

⑤ If NCA) to then y = Xo+ to so y x0 Therefore, Ax= b.

has no solution or infinite solutions.

↑ Let [XxX , ....., XY be a spanningset fora vector space V.

↳ if we add anothervectorAs to the set
, will we still have a

spanningset? Yes.

If we delete one of the vector say XK from the set, will we still have

aspanning set = No.

911 , 0 , 0) , (O,
/cols (0

, 0 , 1 =) spans to R but
·

& (1 : 0
,0) ·

(o) gol 7 does not .
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3.3:linear independence:

Menna Tullah Jayousi

=> We called about V is linearlyindependent : -

↳ avitvan ....tonunion=-

otherwise
, theyare linearlydependent.

=> Fs (i) · (2) Linearly independent ?
4( ! ) + 2 (2) =(8) = 0 = 2,8

↳ REF

If thesystem was underdetermined homogeneous - it has infinite solution.

↳ so it is always Linearly dependent.

Theorem # : - Aset of rectors in R are linearly independent iff the

matrix A = [ul u2 .... un] is nonsingular
↳ Remark IA) to linearlyindependent.
·Innis lil Theorem 115a

&

P gigp- igOsky

EXPE P, (x)= 24 + X + 8 , Pr(X) = X
=

+ &X ++7 P3 = X2- * X +3.

↳ P, (x1 + 22 P2(X) + (3Pz(X)=
~

c(2x + X +8) + (z(x2+ 8X +7) + (3(X2 - 2x +3)
=0.

↳ x2 terms
,

Xterms
,

constant terms
-> &

2 x + (2 +C3 =0
.

· & ↑

Cit. 8-23= 0 = #,,

8c + 72+ 3(3=0
.

Theorem 1 &

Theorem- A set of rectors are linearly dependent iff one ofthem is a linear

combination of the remaining set of rectors,

↳ example =:[ (6) : (it (1) %. are linearly dependent
VI ve Vy

since U3 = V + vz = (Vz is a linear combination of us and U2) .
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Theorem #3) : - A set of vectors are linearly independent iff every rector is uniquely
written as alinear combination of vi,uz

,
- ...,

UK.

·the vectorspace[a. b].

W(f , Ez
,

. . . .

,
fn) on [b] by:

LW I
,

if Wifefes ....,
An) (10 Then Ph , ...., in are linearly independent.

-If
,
fr.... are linear dependent then wi

, ....
fulo.

it (f,
fu

,
. . .

.
ful =o we can't say aboutanything

-If we add a vectorX to se &XXs- <m ,
The set &XsX2 , ---eXXR+ 3.

may
or

may not be a linearindependent set.

If we delete XR from EX=
X ,

. . .
.

-, XKY ,
will still be linearindependent

· anynonempty subset of linearly independent set of rectors Pu,...., on his
also linearly- independent

· Let A be an min , show that if A has linearlyindependent column vector
,
then

N(Al = 50? .

=> linearly dependent CIX + cego , where a , c are not 0.

↳ X = -y

=> both vectors (xandy) placed atthe origin , theywill lealong
the same line, but if they arenearly independent will not lie at the

same line.

&
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If the matrix was not square we can not use the det:

1- we use homogeneous 
2-REF if x involve free variables, if they are not trivial solution, then the vectors are 
linearly dependent , if there are no free variables then c=0 is the only solution and 
hence the vectors must be linearly independent.

Menna Tullah Jayousi
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3.4:basis and dimension:
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pan
& Linearly independent.

aThe zero vector space 203 has dimension zero basis

①dimR= n . Edimpn =n. dimm= m . n.dimso? = o.

⑤ dimR= 1
.

Odim Caob] : N.

Theorem bi - Let Gui ,
Uz

, ....uny be spanningset for V.
If wiwh, .... Whey, kin .

then

wisWa, ... -Uk are linearly dependent
example 9( ?) , (34) T is aspanning set for it

9 (il , (5) , 137) 7 are linearlydependent.

Theorem 2: -Let Su, ..... un ? and Sw,
- - --

, wk] be two bases for avector space V
.

Then

Theorem 3 : -Let V be a vector space with dimbenhine follwiagare equivalent.

↳ Su, ... -n is a basis .

⑪ Gui , . - . .

. und span u.

↳ Sui , ...
- un linearity independent.

Summery =) dim Ven then
:

-

& A set, . .
.

-,
UK

,
kin linearly dependent

S

= A cet vi
, .

. - -

- Uh ,
kn can not span V.

⑤ 17 k=n and u, .. .

..,
UK are linearlyindependent or spon V

,
then & Visua,

- - --

, VKY is a basis For.

# A spanningset of vire ....., un
,

kin can be reduced (pured Down) to a basis for V.

5 A learly independent set u ...
--

, UK
,

K
.
In can be extended to a basis for V.

↳ Examples : -

[(% ) ·(:]7 9(7 (7-Ly 9(6] ·[] []]
Linearly independ A Dis for spiens

*
for R

,
bit

3
↓et not pan R R it is linewl dependent
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a find a basis and dimension fi-

S
=\(a+ 3b +c , 2a + 6b +(T = abs) = R3 ·

VI

all
,
20) + b160) + 11111 .

Notice that va = zui = the Su, u2,u33 linearlydependent.

:S=

Spanibasisor
a

dimension=2.

-------------

=>The standard basis for R is Gei , es
,est

#The standard basisfor Pn-,
- ... -- X

**

3 .

=> since theyare linearly independent :Theyform a basis for :
-

NL- PREF.

& · jage
basis) , Besi on Free variables&

· N(A)g
=>-------

=> If I is a vector space of dimension n yo,
then :

-

Fingset of a linearly independent rector space V.

② any in vectors that spans V are linearly independent.

--------------
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3.5:change of basis:

Menna Tullah Jayousi

a E = quisue ......
un Gabasis ofV.

then any ve I can be written uniquelyas :
-

V= Qui + av2 + Xus +.... + XVn.

& = (1 ,
x2

. ....,
In) Coordinate of V with respect to abasis E .

↳EJE or Ve = CVE

=
If it is a standard basis For vector space then

·From
the base

# = Srisuz3
[n , 42] --It--e [i ,ez]

:
·Uz]

V Pre [v]B*, VB' = PB-B [VIB :

=> Transition matrices PB

from B' to B. -
↑-B= [BYBJRREF PB' = [Bid] RREF .

[I PBoBi] : [ Pr

& ] = [2.x - 1
= 2x+ 1] = transition . 678

, =-X-/i) A

X= (1(2x = 1) + G(2x+ 1) = C.
1 =

c(2x - 1) + (2(2x + 1) =G

---------------
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· Let V be a finite dimensional rector space with dim V = n ,
if

Elve ,...., un] , Fr[wi , we , ....,wn] be two basis.

Then the transition matrix from the basis E into the basis f

is the nxn nonsingular matrix.

1 [vi + u2 +... . + VR]E = [viJE + [v2]E +... - + [ur]E .

② visue, ...., we are linearly independent iff [viJes------ [urJe
are linearly independent.

- [x]f = St + - [x] = = (V2() [NE -

↳ X = diX1 + 62x2.
I

· []))ljsix NoS&

Uploaded By: Menna Tullah JayousiSTUDENTS-HUB.com



3.6:row space and column space :

Menna Tullah Jayousi

basis forthe nullspace = 1
. REF ., 2:id , 3- .N

# Row space 1
. REF =V
↳ RIV)= R(A) = the nonzer rows is a basic forRisi

· Row spaceNd
-

① column spaceREF H+ J=-

↓

is a column space. ·/ jiscolumnspat sisi snd

The nullity Nuli(Al = dim (A)

Fank of A =) runk(A) = dim(A).

a RankLAI + Null(Al = n = rank + dim INLA)) = n.

a dependency relation =↓/* Row spaces ,juind

- A,,
-

& If man matrix ,the dimension of the row space of Athe dimension of the columns space

oft . Lex2 ,
rankar

[Ax= b is consistent iff b is in the column space of A.

& #xib is consistent iff the column rectors of A span
↳ The Ax=b has at most one volution iff t is linearly independent

-

S

3 nxn A is nonsingular iff the column vector of A form a basis for R

↳ X = Ab

· numn spaceis new spacesic dimension 11!

.
REE #]

dimensions For spe .
I Bisgy.[

/ 6b-1]Eily &b, consistent!sano buti!

XIC1+ /292 = D-

* (2)+ x2()-()j
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How many solutions will the linearsystem Ax= b have it b is in the column space of A

and the column vectors of A are linearlydependent.
↳ If be Cal , then the system is consistent. If the column rector of A are linearly

dependent . Then the system will have infinitelymany solutions .

-------------

a Let A be an myn matrix with myne Let be and suppose that NAI = Soz
⑳ What can you conclude about the column rector ofA ? Are they linearly

independent ? Do theySpan R" ? Explain

↳ NA-201 = Nulity rank(A)n : A hasa columns and thedimension of its

column space In 2)The columns are linearly independent . Dimension of R*-m and

min . Therefore
, columns ofA cang span R&.

# How manysolutions will thesystem x-b have if b is not in the column space of

A ? How manysolutions will there be if his in the column space of ?
be if b doesn't belong in the column space of A

,system Ax =b is inconsistent
,
and

has no solutions . If b belongs inthe column spaces ,
Ax=b is consistent and has

infinetlymanysolutions.

↑ Let A be YXY mat with RREf given by
W=Y

if a =

[] and

a find as anda

13 = 201 + U2 . Un = 41 + Yuz.

az = 2a +a I au = al + 492

· 8?4.
·0

.

5.

Aand B are nxnmatrices NCA-BER"then A = B.

a AB = 0 iff the column space of B is a subspace of mull space of A.

a AB =0 then the sum of the ranks of A and B cannot exceed n.

------------------
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⑪ LinearTransformation iff L : VeW

↳ DL(VixU) = (vi) + (luz) · Fuuz EU

②L(xV) = <(u)
. VEV,LER

=> If V= W then Liv-V is said to be linear operator.

=> L : V-W is alineartransformation iff :
-

L(Gv + Burl=x((v) + L(v2) ·

Eternatand Images (Rangel :

-

l Le w = L
-
(v)

LLV) = Ou , (15)l I

·Mold is ·

on toS =x(b)one-one

l
dim Kernalit ·Image-lead
↳

S

Epipin 2.1 b1

↓39. Lly
H ·e

XIsob!E (b) -od

& 1
-

Example :- (()= (8).
-d

&

6&B

j()l
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# Eigenvalues and Eigen Vester,

H III

GA Av=V

=T(A- * In) = 0

=>N(A1) So} ,
A-I is singular,

II - 2
. ! Emin diagonalIs, As E

3 -2-

↓15
.5 S

S I
S

·
* 2 =-34 e Eigenvalues 11

·/1-19
.

d
2[

-

·

l /8NAI) 95.
J

↑23VSBWul 11.5
.

d IRREFS .

wall1

Fomplexeigen value = z=Li=-Bi

· Lg') conjugated
=f2i + 4 = 0El
= 1-i 6== 2. + -

-agDPV10 d

:=
-

Aut ,= - = -
2 = 1
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Trace denoted tr(A) : is the sum of all entries on the main diagonal.

Let A be an nxn matrix, then A is singular if is an eigenvalue of A.
Let A be an nxn matrix, then A and A have the same eigenvalue.

Eigenvalue for triangular : will be the main diagonal.

Let A be an nxn nonsingular matrix. If       is an eigenvalue of A, then         is an 
eigenvalue for A with the same eigenvectors.

Menna Tullah Jayousi

It .. --- In Jen 1) 1
.

5.
I

= 1 IA-I) = 0

-

=>Av==V=

=

E

=vV.
= ---- -- -= =>- - - - - · · · · · - - - ->- - --- - - - - - - - - - - - - -- - - - - - - - - - - -- - - - - --- -- --- - - - - -- --- - -- - - & - -- -- - - - - - - - - - - -- - - -- --- -- -& --
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