Linear Independence

Definition The vectors v, v,,...,V, in a vector space V are said to be linearly independent
if
civi+aocvo+---+c¢,v, =0

implies that all the scalars cy, . .., ¢, must equal 0.

EXAMPLE | The vectors [ } ] and [ ;] are linearly independent, since if

«[i]+e (2] = (5]

c|1 + CQZO
c1+2c =10
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Definition | The vectors vy, va,...,V, in a vector space V are said to be linearly dependent if
there exist scalars ¢y, cs, . . ., ¢,, not all zero, such that

civi+cva+ -+ ¢V, =0

EXAMPLE 2 Letx = (1,2,3)". The vectors ey, e,, €3, and x are linearly dependent, since
e +2e +3e;—x=0

(Inthiscasec; =1, =2,c3 =3,¢c4 = —1.) N

If there are nontrivial choices of scalars for which the linear combination
civi + -+ + ¢,v, equals the zero vector, then vy,...,v, are linearly dependent.
[t the only way the linear combination ¢;v; + - - - + ¢,V, can equal the zero vector
s for all the scalars ¢y, ...,c, to be 0, then vy,.. ., v, are linearly independent.
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EXAMPLE 3 Which of the following collections of vectors are linearly independent in R>?

(@) (1,1, D", (1,1,0)", (1,0,0)"
(b) (1,0,1)",(0,1,0)"

Solution

(a) These three vectors are linearly independent. To verify this, we must show that the
only way for

(1,1, DT 4+ e2(1, 1,007 4+ ¢3(1,0,0)7 = (0,0,0)7 (4)

1s if the scalars ¢, ¢2, ¢3 are all zero. Equation (4) can be written as a linear system
with unknowns c¢;. ¢>., c3:

1 + ¢ + 3 = O
1 + o = 0
(| = 0
The only solution of this system is ¢; = 0, ¢c2 = 0, ¢3 = 0.
(b) If
c1(1,0, D' + ¢2(0,1,0)" = (0,0,0)"
then

(Cl s C2, C1q )T — (Gﬂ- 01- G)T
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Geometric Interpretation

If x and y are linearly dependent in R?, then

ci1X+ coy =0

where ¢; and ¢> are not both 0. If, say, ¢; # 0, we can write

If two vectors in IR? are linearly dependent, one of the vectors can be written as a scalar
multiple of the other. Thus, if both vectors are placed at the origin, they will lie along
the same line (see Figure 3.3.1).

(x1. X2)

(V1. ¥2)

(a) x and y linearly dependent

STUDENTEXEvB:doim

(x1, x2)
e (}711 yE)

(b) x and y linearly independent
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It

X ¥
X — Xo and N y2
X3 y3

are linearly independent in IR?, then the two points (x;, x>, x3) and (v, y2, y3) will not lie
on the same line through the origin in 3-space. Since (0, 0, 0), (x1, x2,x3), and (v, y2, v3)
are not collinear, they determine a plane. If (z;,z2,z3) lies on this plane, the vector
z = (21, 22,23)7 can be written as a linear combination of x and y, and hence x, y, and
z are linearly dependent. If (z;, 22, z3) does not lie on the plane, the three vectors will

be linearly independent (see Figure 3.3.2).

(a) (b)
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Theorem 3.3.1 Letx|,Xo,...,X, benvectors inR" and let X = (xy,...,X,). The vectors X|,Xs,...,X,
will be linearly dependent if and only if X is singular.

Proof The equation

cXi+oxo+--+¢,x,=0

can be rewritten as a matrix equation

Xe=10
This equation will have a nontrivial solution if and only if X 1s singular. Thus, x,.. ., X,
will be linearly dependent if and only if X 1s singular. m
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Remark:
We can use Theorem 3.3.1 to test whether n vectors are linearly independent in

R". Simply form a matrix X whose columns are the vectors being tested. To determine
whether X is singular, calculate the value of det(X). If det(X) = 0, the vectors are
linearly dependent. If det(X) # 0, the vectors are linearly independent.

EXAMPLE 4 Determine whether the vectors (4,2, 3), (2,3,1)7, and (2, -5, 3)" are linearly depend-

ent.
Solution
Since
4 2 2
2 3 =5|=0
31 3
the vectors are linearly dependent. m
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Remark:
To determine whether k vectors x;, X, ... X; in R" are linearly independent we can

rewrite the equation
C1X| T O Xy + +++ + Cp X = 0

as a linear system X¢ = 0, where X = (X1, Xa, ... Xy). If kK # n, then the matrix X 1s not
square, so we cannot use determinants to decide whether the vectors are linearly inde-
pendent. The system 1s homogeneous, so it has the trivial solution ¢ = 0. It will have
nontrivial solutions if and only if the row echelon forms of X involve free variables. If
there are nontrivial solutions, then the vectors are linearly dependent. If there are no
free variables, then ¢ = 0 is the only solution, and hence the vectors must be linearly

independent.

STUDENTS-HUB.com Uploaded By: Rawan Fares



EXAMPLE 5 Given

1 (=2 (1

—1 3 0

X] = »X= BT g
3 ~2 | w

To determine whether the vectors are linearly independent, we reduce the system
Xc¢ = 0 to row echelon form:

2 — o 2

Y c Y c R e

I
l
0
0

o OO e
o O =

o OO O

o I = =
e e e

Since the echelon form involves a free variable c3, there are nontrivial solutions and

hence the vectors must be linearly dependent. m
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EXAMPLE 6 To test whether the vectors
p1(x) = x> — 2x+ 3, palx) = 2x? +x+8, p3x) — x>+ 8x+7
are linearly independent, set

c1p1(x) + copa(x) + c3p3(x) = 0x* + 0x + 0

Grouping terms by powers of x, we get
(ciy +2¢c> +c3)x> +(—2¢; +c2 +8c3)x+ (3c; +8c2 +Tc3) = 0x> +0x+ 0
Equating coefficients leads to the system

c1r +2c2+ c3=0
—2:‘:'[ + o + 8::'3 =0
3£‘| —+ 8£‘2 -+ ?C}, =0

The coefficient matrix for this system is singular and hence there are nontrivial
sTobiaRsH B ore, p1. p2, and p3 are linearly dependent. Uploaded By: Rawan F&fes




Theorem 3.3.2 Let vy,...,v, be vectors in a vector space V. A vector v € Span(vy,...,v,) can be
written uniquely as a linear combination of vy,...,v, if and only if v|,...,v, are
linearly independent.
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Proof If v € Span(vy,...,Vv,), then v can be written as a linear combination
V=V vy + o+ oy, ()

Suppose that v can also be expressed as a linear combination

V=ﬁ1V| +ﬁ2V2+"'+ﬁnvn (6)
We will show that, if vi,...,v, are linearly independent, then f; = o, i = 1,...,n,
and 1f vy,...,v, are linearly dependent, then it 1s possible to choose the g;’s different

from the @;’s.
If vi,...,v, are linearly independent, then subtracting (6) from (5) yields

(ﬂ'l _ ﬁl)vl + (‘IZ ﬁZ)VZ +-- + ﬂ'n ﬁn)vn =0 (7)

By the linear independence of vy,. .., v,, the coefficients of (7) must all be 0. Hence

=ﬁ|! 0§) =1825 coey Oy =ﬁn
STUDENTS-HUB. &b, the representation (5) is unique when vy, ..., v, are lingadydaslenendansan Fares



On the other hand, if vy, ..., v, are linearly dependent, then there exist cy, ..., c,,
not all 0, such that

O=civi+cva+--+cpvy (8)
Now if we set
r=a1+c, ppo=ar+cCo ..., Bp=0a,+ ¢y

then, adding (5) and (8), we get

V= ()1 +c))vi+ (a2 +c2)va+ -+ (an + cp)Vy
=Bivi+ Bava+ -+ By

Since the ¢;’s are not all 0, B; # «; for at least one value of i. Thus, if v;,...,v, are
linearly dependent, the representation of a vector as a linear combination of vy, ..., v,
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The Vector Space C”"~V[a, b]

Definition | Let fi,f5,....f, be functions in C" V[a,b], and define the function
Wlf1.f2, .. .. Jal(x) on [a, b] by

hx)y Al - fulx)
fix) ) o i)
Wi, fo, .. s ful(x) = :

l(ﬂ_l}(x) f;ﬂ_l}(x) o .}(En—l)(x)
The function W[f1,fa, . ..,f.] 1s called the Wronskian of f, f», .. ., f,.
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Theorem 3.3.3 Letfi,fs,...,[, be elements of C"V[a, b. If there exists a point xy in [a, b] such that
Wlifi.f2, . .. s Julxo) # O, then f1,[>, ..., [, are linearly independent.

Proof Iffi.f....,f, were linearly dependent, then there exist scalars cj,cy,..., ¢, not all zero, such that
c1fi(x) + c2fo(x) + - - - + cpfu(x) = 0 (10)

for each x in [a, b]. Taking the derivative with respect to x of both sides of (10) yields
c1fi () + eaf3(x) + - - - + cpf, (x) = 0
If we continue taking derivatives of both sides, we end up with the system
Cfi®) 4+ fh() 4t cfax) =0
cifix) + cff(x) +--- 4+ cf,(x) =0

lel{n—l}(x) 4 CZfQ{H_”(I) 4.4 Cnf;,l,{”_”(x) — 0
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For each fixed x in [a, b], the matrix equation
fi(x) Hx) o fuly) o) 0
fix) Lx) e fi(x) ) l | 0 l
V0 £ 0w - £ | e ) Lo

will have the same nontrivial solution (cy,cs, ..., c,)!. Thus, if fi,....f, are linearly
dependent in C"=V[qa, b], then, for each fixed x in [a, b], the coefficient matrix of
system (11) is singular. If the matrix 1s singular, its determinant is zero.
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EXAMPLE 7/ Show that ¢* and ¢~ are linearly independent in C(—00, 00).

Solution
Wie'e 1= 0| =2
et —e
Since We*,e™] 1s not 1dentically zero, ¢* and e~ are linearly independent. i

EXAMPLE 9  Show that the vectors 1, x,x*, and x° are linearly independent in C((—o0, 00)).

Solution
1 x x* X
W[, x,x*,x°] = g (1) 2; %ﬁ =12
0O 0 0 6
Since W[1,x,x%,x°] # (), the vectors are linearly independent. O
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EXAMPLE 8 Consider the functions x* and x|x| in C[—1,1]. Both functions are in the subspace
C'[-1,1] (see Example 7 of Section 3.2), so we can compute the Wronskian

X x|x|
2x  2|x|

|l
-

WIx*, x|x|] =

Since the Wronskian is identically zero, it gives no information as to whether the
functions are linearly independent. To answer the question, suppose that

e X" 4 cxlx| =0
for all x in [—1, 1]. Then, in particular for x = 1 and x = —1, we have
C] + Cy = 0
C1 — Cr = 0

and the only solution of this system is ¢; = ¢, = 0. Thus, the functions x* and x|x| are
linearly independent in C[—1, 1] even though W[x?, x|x|] = 0.

This example shows that the converse of Theorem 3.3.3 is not valid. u
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SECTION 3.3 EXERCISES

4. Determine whether the following vectors are lin-
early independent in R?*?:

@ |1 1) [o ol

® Lo ][0 o] 17 0]

8. Determine whether the following vectors are lin-
early independent in Pj:

(a) 1,x°,x> =2 (b) 2,x°,x,2x+ 3
(¢) x+2,x+1,x>—1 d) x+2.x—1

9. For each of the following, show that the given
vectors are linearly independent in C[0, 1]:

(a) cosmx, sinmx (b) /2, X2
sTuBBNtsefuB.com e —e ™™ (d) e, e,
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19. Let {vy,...,v,} be a spanning set for the vector
space V, and let v be any other vector in V. Show

that v,vy,...,v, are linearly dependent.

20. Let vy,v2,...,v, be linearly independent vectors
in a vector space V. Show that v,,...,v, cannot
span V.
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