PREFACE

This solutions manual is designed to accompany the eighth edition of Linear
Algebra with Applications by Steven J. Leon. The answers in this manual supple-
ment those given in the answer key of the textbook. In addition this manual contains
the complete solutions to all of the nonroutine exercises in the book.

At the end of each chapter of the textbook there are two chapter tests (A
and B) and a section of computer exercises to be solved using MATLAB. The
questions in each Chapter Test A are to be answered as either true or false. Although
the true-false answers are given in the Answer Section of the textbook, students
are required to explain or prove their answers. This manual includes explanations,
proofs, and counterexamples for all Chapter Test A questions. The chapter tests
labeled B contain problems similar to the exercises in the chapter. The answers to
these problems are not given in the Answers to Selected Exercises Section of the
textbook, however, they are provided in this manual. Complete solutions are given
for all of the nonroutine Chapter Test B exercises.

In the MATLAB exercises most of the computations are straightforward. Con-
sequently they have not been included in this solutions manual. On the other hand,
the text also includes questions related to the computations. The purpose of the
questions is to emphasize the significance of the computations. The solutions man-
ual does provide the answers to most of these questions. There are some questions
for which it is not possible to provide a single answer. For example, some exercises
involve randomly generated matrices. In these cases the answers may depend on
the particular random matrices that were generated.

Steven J. Leon
sleon@umassd.edu
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Chapterl

Matrices and
Systems
of Equations

1 | SYSTEMS OF LINEAR EQUATIONS

11 1 1 1
0o 2 1 -2 1
2.d [0 0o 4 1 -2
0 0 0 1 -3
o 0 0 0 2

5. (a) 3561 + 2562 =8
X1 +5.§C2 =7
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2 Chapter 1 e Matrices and Systems of Equations

(b) 5{E1 - 2{E2 + Tr3 = 3
2:E1 + 3{E2 - 4{E3 =0
(C) 2{E1 —+ xro —|—4{E3 = —1
4:E1 — 2{E2 + 3{E3 = 4
5{E1 + 2{E2 + 6{E2 =-1
(d) 421 —3x0+ a3+ 224 =14
3rx1+ x92—5x3+6x4 =05
1+ To+2x3+4x4 =8
5{E1+ {E2+3IE3—2{E4 =7
9. Given the system

—mix1 + 22 = by
—mox1 + T2 = b2

one can eliminate the variable xzo by subtracting the first row from the
second. One then obtains the equivalent system
—mi1x1 + Ty = bl
(m1 —ma)ry = by — by
(a) If my # mq, then one can solve the second equation for x;
by — by
= —-
myp — m2
One can then plug this value of x; into the first equation and solve for
Zo. Thus, if my # ma, there will be a unique ordered pair (x1,x2) that
satisfies the two equations.
(b) If my = maq, then the z; term drops out in the second equation

0=0bs—b

This is possible if and only if by = bs.

(¢) If m1 # ma, then the two equations represent lines in the plane with
different slopes. Two nonparallel lines intersect in a point. That point
will be the unique solution to the system. If m; = mo and b; = by, then
both equations represent the same line and consequently every point on
that line will satisfy both equations. If m; = mgy and by # bo, then the
equations represent parallel lines. Since parallel lines do not intersect,
there is no point on both lines and hence no solution to the system.

10. The system must be consistent since (0, 0) is a solution.

11. A linear equation in 3 unknowns represents a plane in three space. The
solution set to a 3 x 3 linear system would be the set of all points that lie
on all three planes. If the planes are parallel or one plane is parallel to the
line of intersection of the other two, then the solution set will be empty. The
three equations could represent the same plane or the three planes could
all intersect in a line. In either case the solution set will contain infinitely
many points. If the three planes intersect in a point then the solution set
will contain only that point.
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Section 2 e Row Echelon Form 3

2 | ROW ECHELON FORM

2. (b) The system is consistent with a unique solution (4, —1).
4. (b) z1 and z3 are lead variables and x5 is a free variable.
(d) 21 and x3 are lead variables and x5 and x4 are free variables.
(f) z2 and x3 are lead variables and x; is a free variable.
5. (1) The solution is (0, —1.5, —3.5).
6. (c) The solution set consists of all ordered triples of the form (0, —a, ).

7. A homogeneous linear equation in 3 unknowns corresponds to a plane that
passes through the origin in 3-space. Two such equations would correspond
to two planes through the origin. If one equation is a multiple of the other,
then both represent the same plane through the origin and every point on
that plane will be a solution to the system. If one equation is not a multiple of
the other, then we have two distinct planes that intersect in a line through the
origin. Every point on the line of intersection will be a solution to the linear
system. So in either case the system must have infinitely many solutions.

In the case of a nonhomogeneous 2 x 3 linear system, the equations cor-
respond to planes that do not both pass through the origin. If one equation
is a multiple of the other, then both represent the same plane and there are
infinitely many solutions. If the equations represent planes that are parallel,
then they do not intersect and hence the system will not have any solutions.
If the equations represent distinct planes that are not parallel, then they
must intersect in a line and hence there will be infinitely many solutions.
So the only possibilities for a nonhomogeneous 2 x 3 linear system are 0 or
infinitely many solutions.

9. (a) Since the system is homogeneous it must be consistent.

13. A homogeneous system is always consistent since it has the trivial solution
(0,...,0). If the reduced row echelon form of the coefficient matrix involves
free variables, then there will be infinitely many solutions. If there are no
free variables, then the trivial solution will be the only soltion.

14. A nonhomogeneous system could be inconsistent in which case there would
be no solutions. If the system is consistent and underdetermined, then there
will be free variables and this would imply that we will have infinitely many
solutions.

16. At each intersection the number of vehicles entering must equal the number
of vehicles leaving in order for the traffic to flow. This condition leads to the
following system of equations

T1+ar = w2+

T2 +az = w3 +by

xr3+az = w4+bs

Ty tag = w1+ by
If we add all four equations we get

r1+rotarstrgstart+astazt+ag =x1+x2+x3+24+b1 +b2+ b3+ by
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4 Chapter 1 e Matrices and Systems of Equations

and hence
a1—|—a2—|—a3—|—a4:b1—|—b2—|—b3—|—b4

17. If (¢1, ¢c2) is a solution, then

a1i1c1 + ajece =

azicy + agacy = 0
Multiplying both equations through by «, one obtains

ar1(acr) + aja(ace) = a-0=0

as1(acy) + asa(ace) = a-0=0

Thus (aeq, acg) is also a solution.

18. (a) If x4 = 0 then z1, 2, and z3 will all be 0. Thus if no glucose is produced
then there is no reaction. (0,0,0,0) is the trivial solution in the sense that
if there are no molecules of carbon dioxide and water, then there will be no
reaction.

(b) If we choose another value of x4, say 4 = 2, then we end up with
solution x1 = 12, 9 = 12, x3 = 12, x4 = 2. Note the ratios are still 6:6:6:1.

3 | MATRIX ARITHMETIC

8 —15 11
1.(e)[ 0 -4 —3]

1 -6 6
5 -10 15
(2) 5 -1 4
§ -9 6
36 10 56
2. (d)[m 3 16]
15 20
5. (a) bA = 5 5
10 35
6 8 9 12 15 20
2A+34=|2 2|+|3 s|=| 5
4 14 6 21 10 35
18 24
m6A=| 6 6
12 42
6 8 15 24
seA) =32 2|=| 6 6
4 14 12 42

a1
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Section 3 e  Matriz Arithmetic 5

(AT)T—[;O’L i i]T_[:l)) Lll —A
2 7
6 (a)A+B_[8 ‘5* f]_BJrA
wanemos (3 005 2 )
sacan= (00 B[00 5]

— ot O
|

4
1
6
5 14 15 42
7. (a) 3(AB)=3| 15 42 | =| 45 126
0

16 0 48
6 3 5 4 15 42
BAB=| 18 9 [1 6] = 45 126
-6 12 0 48
2 1 15 42
A(3B)_[ 6 3] [g g]_[zxs 126]
—2 4 0 48
5 14
5 15 0
(b) (AB)T = [ 15 42] [ ]
016 14 42 16
o (2 1 2 6 -2) (5 15 0
BA—[4 6][1 3 4] [14 42 16]
05 31 3 6
8. (a) (A+B)+C_[1 ) +[2 1]_[3 8]
2 4 12 3 6
A+(B+C)_[1 3 +[2 5]—[3 8]
—4 18 301 24 14
(b) (AB)C = [ -2 13 2 1)~ |2 11
2 4 -4 -1 24 14
A<BC)_[1 3][8 4]_[20 11]
2 4 12 10 24
(c) A(B+C) = [1 s)le s5)= 7 17
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6 Chapter 1 e Matrices and Systems of Equations

—1 18 14 6 10 24
AB+AC= 13]*[9 4]_[7 17]

@ arme- (V2] (5 1) - (17 1)

14 6 4 -1 10 5
ACHBO= 1 4]+[ 8 4]_[17 8]

9. (b) x = (2,1)7 is a solution since b = 2a; + ay. There are no other solutions

since the echelon form of A is strictly triangular.

(¢) The solution to Ax = ¢ is x = (=3, —1)”. Therefore ¢ = —2a; — 1a,.

11. The given information implies that

1 0
x1=11 and xo= |1
0 1

are both solutions to the system. So the system is consistent and since there is
more than one solution the row echelon form of A must involve a free variable.
A consistent system with a free variable has infinitely many solutions.

12. The system is consistent since x = (1,1, 1,1)7 is a solution. The system can
have at most 3 lead variables since A only has 3 rows. Therefore there must
be at least one free variable. A consistent system with a free variable has
infinitely many solutions.

13. (a) It follows from the reduced row echelon form that the free variables are

To, T4, 5. If we set x9 = a, x4 = b, x5 = ¢, then

r1 = —2—-2a—-3b—c
r3 = b —2b—4c
and hence the solution consists of all vectors of the form
x=(—2-2a—3b—c,a,5—2b—4c, b, c)T

(b) If we set the free variables equal to 0, then xo = (—2,0,5,0,0)7 is a
solution to Ax = b and hence

b = Axg = —2a; + baz = (8, -7, -1,7)T

14. AT is an n x m matrix. Since AT has m columns and A has m rows, the
multiplication AT A is possible. The multiplication AAT is possible since A
has n columns and A” has n rows.

15. If A is skew-symmetric then AT = —A. Since the (j,7) entry of AT is aj;
and the (7, j) entry of —A is —a;;, it follows that is a;; = —a;; for each j
and hence the diagonal entries of A must all be 0.

16. The search vector is x = (1,0, 1,0, 1,0)7. The search result is given by the
vector

y=ATx=(1,2,2,1,1,2,1)
The ith entry of y is equal to the number of search words in the title of the
ith book.
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Section 4 e Matriz Algebra 7

17. If o = CL21/6L11, then

10 a1 a2 | ail a1z [ an a1z
« 1 0 b o aail aalg + b o a1 aal + b
The product will equal A provided

aal12 + b= a9

Thus we must choose

b= - 21012
= Q22 —Qa12 = a2 — —————

a1

4 | MATRIX ALGEBRA

1. (a) (A+B)?> = (A+B)(A+B) = (A+B)A+(A+B)B = A>*+ BA+ AB+ B?
In the case of real numbers ab + ba = 2ab, however, with matrices
AB + BA is generally not equal to 2AB.

(b)

(A+B)(A—B) = (A+ B)(A-B)
= (A+B)A— (A+ B)B
= A2+ BA— AB - B?

In the case of real numbers ab—ba = 0, however, with matrices AB—BA
is generally not equal to O.

2. If we replace a by A and b by the identity matrix, I, then both rules will
work, since

(A+T1)2? =A*+ A+ Al +B* = A2 + Al + Al + B* = A> + 2A1 + B?
and
A+ DNA-T)=A*+TA-AI P =A*+A-A-TI*=A>-1
3. There are many possible choices for A and B. For example, one could choose
0 1 11

P R

More generally if
a b db eb
A_[ca cb] B_[—da —ea]

then AB = O for any choice of the scalars a, b, ¢, d, e.

4. To construct nonzero matrices A, B, C with the desired properties, first find
nonzero matrices C' and D such that DC' = O (see Exercise 3). Next, for
any nonzero matrix A, set B = A+ D. It follows that

BC=(A+D)C=AC+DC=AC+0=AC
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8 Chapter 1 e Matrices and Systems of Equations

5. A 2 x 2 symmetric matrix is one of the form
a b
A= [ b c]
A2 a?+b% ab+be
ab+bc b2+
If A2 = O, then its diagonal entries must be 0.
a2+ =0 and ¥4+e2=0
Thus a = b=c =0 and hence A = O.
6. Let
D = (AB)C = [ a11b11 + a12b21 a11b12 + a12ba2 ] [ C11 C12 ]

Thus

a21b11 + az2b21 a1b12 + ag2ban C21 C22
It follows that

di1 = (@11b11 + a12b21)c11 + (@11bi2 + a12b22)can
= aiibiicir + arsbaicii + arrbiacar + aiabaacor
diz = (a11bi1 + aizba1)ciz + (a11b12 + a12b22)ca2
= ai1biici2 + arabaicia + arrbiacan + aiobaacon
da1 = (a21b11 + azzbai)cii + (a21biz + azzbaz)can
= az1biic11 + azsbaicii + az1biacar + azabaacor
daz = (a21b11 + agebz1)ciz + (a21b12 + ag2baz)caz
= az1biici2 + azsbaicia + azibiacan + azzbaacoo

If we set

ail ai2 biici1 + biacar biicia + biacoo
E=A(BC) =
(BO) [ a1 G22 ] [ baici1 + baacor  barciz + baacao

then it follows that

e11 = arr(bricir + bizcar) + ara(barcin + baacar)

= aiibiicir + anbiacar + arzbarcit + aiabaacor
e12 = apr(biiciz + biacaz) + ara(baiciz + baacaz)

= aiibiici2 + arrbiacar + arabaicia + aiobaacon
ea1 = ag1(br1c11 + biacar) + aga(barcin + baacar)

= az1biici1 + a21biacar + azebaicit + azabaacor
e22 = ag1(br1c12 + biacaz) + aga(baiciz + baacaz)

= az1biici2 + a21biacar + azebaicia + azbaacoo

Thus

di1 = en di2 = e12 d21 = e21 dao = e22

and hence
(AB)C =D =FE = A(BC)
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Section 4 e Matriz Algebra 9

9.
0 01 0 0 0 01
2 |0 0 0 1 3 10 0 0 O
A= 0 0 0O A= 0 0 0O
0 0 0O 0 0 0O

and A* = O. If n > 4, then

A" = AMTHAT = A0 =0

10. (a) The matrix C' is symmetric since
CT=A+B)T=AT4+B"=A+B=C

(b) The matrix D is symmetric since

DT = (AA)T = ATAT = A2 =D
(¢) The matrix E = AB is not symmetric since

ET = (AB)T = BT AT = BA

and in general AB # BA.
(d) The matrix F is symmetric since

FT = (ABA)T = ATBTAT = ABA=F
(e) The matrix G is symmetric since
GT = (AB+BA)T = (AB)"+(BA)" = BTAT+ATBT = BA+AB =G
(f) The matrix H is not symmetric since
HT = (AB-BA)T = (AB)T —(BA)T = BT AT —ATBT = BA-AB=-H
11. (a) The matrix A is symmetric since
At=C+ohr=ct+ (' =c"+C=4
(b) The matrix B is not symmetric since
Bl = c-chHr=ct - chHr=c"-Cc=-B
(¢) The matrix D is symmetric since
AT = (cToyf =ct( ¢ =c"c=D
(d) The matrix F is symmetric since
ET = (cTc-cchHT = (cTo)T — (cch)T
=chchH' - c"'c"=c"c-cc" =E
(e) The matrix F' is symmetric since

FIT = (1+o0) I+ =1+cNHTu+o0)f =g+0)I+ct=F
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10 Chapter 1 o Matrices and Systems of Equations

(e) The matrix G is not symmetric.
F=(+0)(I-0"=1+C-CT-cc”
FI' = (1+c0)-c")y'=a-chHra+o)"
=(I-0){I+cN=1-Cc+CcT-cc”
F and FT are not the same. The two middle terms C —C” and —C+C7T

do not agree.
12. If d = a11a22 — G21Q12 75 0 then

l o9 —ai2 a1 a12
d —ag1 a1 a21 a22
a11G22 E a12G21 0
= = I
0 a11G22 E a12021
ail aiz l a22 —a12
a21 Q22 d —ag1 a1
a11G22 E a12G21 0
= = I
0 a11G22 E G120a21
Therefore
l a22 —ai2 — Al
d —ag21 ail
-3 5
o (3]

14. If A were nonsingular and AB = A, then it would follow that A~'AB =
A71A and hence that B = I. So if B # I, then A must be singular.

15. Since
ATTA =441 =T
it follows from the definition that A~! is nonsingular and its inverse is A.
16. Since
AT(AHT = AT =1
(ANTAT = (AAYT =
it follows that
(AHT = (AT)~!
17. If Ax = Ay and x # y, then A must be singular, for if A were nonsingular
then we could multiply by A~! and get

A7 1Ax = A Ay
X =y
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Section 4 e Matriz Algebra 11

18. For m =1,
(Al)fl — Afl — (Afl)l
Assume the result holds in the case m = k, that is,
(Ak)fl _ (Afl)k
It follows that
(Afl)qulAqul _ Afl(Afl)kAkA _ AflA -7
and
Ak+1(A71)k+1 _ AAk(Afl)kAfl _ AAfl -7
Therefore
(Afl)qul _ (Ak+1)71
and the result follows by mathematical induction.
19. If A2 = O, then

(I+A)(I-A)=T+A-A+A*>=1
and
(I-AI+A)=T—-A+A+A2=1
Therefore I — A is nonsingular and (I — A)~! =1 + A.
20. If A**! = O then

(T+A+  + AT —A) = T+A+ -+ A" — (A+ A2 ...+ AFFY)

=1-A"=1
and
(T—AT+A+ + A" = T+A+ + A" — (A+ A% ...+ AFFY)
=T-AFt =1
Therefore I — A is nonsingular and (I — A)~! =T+ A+ A2+ ...+ A
21. Since
RTR— cosf sinf cos) —sind) (1 O
| —sinf cosf sinf cosf® ) |0 1
and

RRT — cos) —sinf cos sinf ) (1
| sinf  cosf —sinf cosf ] | 0O

— O
N—

it follows that R is nonsingular and R~' = R”
22.

2 i 2
= [COS og_sm ' COS29?|-Sin29] =1
23.
H? = (I —2uu”)? = I — 4uu? + 4uu’uu’
= I —4uu” + 4u(u’u)u

= I —4uu” +4uu” =T (since ulu=1)

T
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12 Chapter 1 o Matrices and Systems of Equations

24.

25.

26.

27.

28.

29.

30.
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In each case if you square the given matrix you will end up with the same
matrix.

(a) If A% = A then
(I-A?*=T-2A+A*=T-2A+A=1-A
(b) If A% = A then
1 1 1L, 1 1
(I=5A)I+A) =T-SA+A- A =T-SA+A-A=1
and
1 1 1 1 1
T+ AT —--A)=T+A—-A—-A*=T+A—-—-A—-A=1
(I +A) 2) * 27 2 * 2 2

Therefore I + A is nonsingular and (I + 4)~! =1 — 1A.
(a)

d%l 0O --- 0
D 0 d§2 .0
0 o .- d721n

Since each diagonal entry of D is equal to either 0 or 1, it follows that
dZ; = djj, for j =1,...,n and hence D> = D.
(b) If A= XDX~!, then

A= (XDX Y)XDX YH)Y=XDX'X)DX'=XDX'=4
If A is an involution then A% = I and it follows that

B? = i(I+A)2 = i([+2A+A2) = i(zl+2A) = %(I+A) =B
1 1 1 1
2 — — — 2: — — 2 = — — = — — =
c* = 4([ A) 4([ 2A + A7) 4(2[ 24) 2([ A)=C
So B and C' are both idempotent.

BC:i(I+A)(I—A):i(I+A—A—A2):£(I+A—A—I):O

(AT A)T = AT(AT)T = AT A
(AAT)T = (AT)T AT = AAT
Let A and B be symmetric n x n matrices. If (AB)? = AB then
BA=BTAT = (AB)T = AB
Conversely if BA = AB then
(AB)T = BT AT = BA = AB
(a)
BT = (A+ AT = AT 4 (AT = AT + A=B
CT = (A- AT = AT (AT = AT —A=-C
(b) A=A+ AT)+ (A - AT)

. anonymous



Section 5

34. False. For example, if

- (32) 0

e )

then

however, A # B.
35. False. For example, if

e Flementary Matrices 13

1 0 0 0
e (10) om0

then it is easy to see that both A and B must be singular, however, A+B = I,
which is nonsingular.

36. True. If A and B are nonsingular then their product AB must also be nonsin-
gular. Using the result from Exercise 23, we have that (AB)7 is nonsingular
and ((AB)T)™! = ((AB)~1)T. It follows then that

(AB)") ™' = ((AB) ™) = (BT AT = (ATHT(B™H)T

5 | ELEMENTARY MATRICES

0 1
2. (a) [1 O],typel
(b) The given matrix is not an elementary matrix. Its inverse is given by

0 3

1 0 0
(c) [ 0 1 0 ] type 11T
-5 0 1
1 0 0
(d) [ 0 1/5 0
0 0 1
5. (c) Since

] , type Il

C=FB=FFA

where F' and FE are elementary matrices, it follows that C' is row equivalent
to A.

1 0 0 1 0 0 1 0 0
6. b)E;'=[3 1 of,E'=]0 1 of,E'=]0 1 0
0 0 1 2 0 1 0 -1 1

The product L = E; 'E; ' E3 ! is lower triangular.

1 0 0
L=1]3 1 0
2 -1 1
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14 Chapter 1 o Matrices and Systems of Equations

7. A can be reduced to the identity matrix using three row operations

() -0y 1)

The elementary matrices corresponding to the three row operations are
10 1 -1 10
_ _ — |2
()l n) s (8]

EsEsFiA=1

I 10 11 2 0
A_E11E31E31_[3 1] [0 1] [o 1]

and A-1 = EsES>Eq.

1 0) (2 4
8 ) | 1][0 5]
10 0y (-2 1
@ | -2 10][03
3 2 1) 00
10 1 1
9. () | 3 3 4][—1

1 2 =3 1 0
-1 1 -1 3
0o -2 =3 2 2

1 -1 0
10. (e) |O 1 -1

So

and hence

N NN
N = DN ,

w

-

O O OO
— oo = OO

w
W b~
I
————

0 0 1
12. (b) XA+B=C
X =(C—B)A™!

B 8 —14
Tl -3 19

(d) XA+C =X
XA-XI=-C
X(A-I)=-C
X=-C(A-I)"

- 2 -4
e
13. (a) If E is an elementary matrix of type I or type II then FE is symmetric.
Thus E7 = E is an elementary matrix of the same type. If E is the
elementary matrix of type III formed by adding « times the ith row of

the identity matrix to the jth row, then E7 is the elementary matrix
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Section 5 o  Elementary Matrices 15

of type III formed from the identity matrix by adding « times the jth
row to the ith row.

(b) In general the product of two elementary matrices will not be an ele-
mentary matrix. Generally the product of two elementary matrices will
be a matrix formed from the identity matrix by the performance of two
row operations. For example, if

1 0 0 1 0 0
El = 2 1 0 and E2 = 0 1 0
0 0 O 2 01

then F; and Fs are elementary matrices, but

100
EiE;=12 1 0

2 01

is not an elementary matrix.
14. If T = UR, then

n
lij = E UikTkj
k=1

Since U and R are upper triangular

Uil = Ui =+ =Uj—1 =0
Tjtlj = Tj+2,4 = "+ —Tnj =0
If 7 > j, then
j n
t’LJ = g UikTky + g UikTkj
k=1 k=j+1
j n
= E Orgj + E ;0
k=1 k=j+1
=0

Therefore T is upper triangular.
If © = j, then

1—1 n
tig =ty = D Wikt F Uit Y WikTk
k=1 k=j+1

1—1 n
= ZOTkj +ujjrjj + Z uikO
k=1 k=j+1
= UjjTj
Therefore
tjjzujjrjj j:l,...,n
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16 Chapter 1 o Matrices and Systems of Equations

15. If we set x = (2,1 —4)7, then
AX:281+182—483:0

Thus x is a nonzero solution to the system Ax = 0. But if a homogeneous
system has a nonzero solution, then it must have infinitely many solutions.
In particular, if ¢ is any scalar, then c¢x is also a solution to the system since

A(cx) =cAx=c0=0

Since Ax = 0 and x # 0 it follows that the matrix A must be singular. (See
Theorem 1.5.2)

16. If a; = 3a, — 2ag3, then

ap —3a2—|—2a3 =0

Therefore x = (1, —3,2)7 is a nontrivial solution to Ax = 0. It follows form
Theorem 1.5.2 that A must be singular.

17. If xg # 0 and Axy = Bxg, then Cxy = 0 and it follows from Theorem 1.5.2
that C' must be singular.

18. If B issingular, then it follows from Theorem 1.5.2 that there exists a nonzero
vector x such that Bx = 0. If C = AB, then

Cx=ABx=A40=0

Thus, by Theorem 1.5.2, C' must also be singular.

19. (a) If U is upper triangular with nonzero diagonal entries, then using row
operation II, U can be transformed into an upper triangular matrix with
1’s on the diagonal. Row operation IIT can then be used to eliminate
all of the entries above the diagonal. Thus U is row equivalent to I and
hence is nonsingular.

(b) The same row operations that were used to reduce U to the identity
matrix will transform I into U~!. Row operation II applied to I will
just change the values of the diagonal entries. When the row operation
III steps referred to in part (a) are applied to a diagonal matrix, the
entries above the diagonal are filled in. The resulting matrix, U1, will
be upper triangular.

20. Since A is nonsingular it is row equivalent to I. Hence there exist elementary
matrices F1, Fo, ..., B, such that

Ey - E1A=1
It follows that
A =Ey By
and
Ey---E1B=A"'B=C
The same row operations that reduce A to I, will transform B to C. There-
fore the reduced row echelon form of (A | B) will be (I | C).

21. (a) If the diagonal entries of Dy are ay, as, ..., a, and the diagonal entries
of Dy are (1, B2, . . ., Bn, then D1 Do will be a diagonal matrix with diag-
onal entries a0y, asfa,...,an0, and Do Dy will be a diagonal matrix
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Section 5 o  Elementary Matrices 17

with diagonal entries B a1, focia, . . ., Bp . Since the two have the same
diagonal entries it follows that D1 Dy = Dy Ds.

(b)

AB = A(agl + a1 A+ -+ apAF)
apA + a1 A2+ + ap AFt1
= (apl + a1 A+ +apAF)A
= BA

22. If A is symmetric and nonsingular, then
(AT = (A)T(A47) = (A71)TAT) A = A7

23. If Aisrow equivalent to B then there exist elementary matrices Ey, Fo, . .., Ej

such that

A=FEyEx_,---E1B
Each of the E;’s is invertible and E; ! is also an elementary matrix (Theorem
1.4.1). Thus
B=FE{'Ey' - E'A

and hence B is row equivalent to A.

24. (a) If Aisrow equivalent to B, then there exist elementary matrices Ey, Es, .. ., Fj
such that
A=FEyFEi_1---E1B
Since B is row equivalent to C, there exist elementary matrices Hy, Ho, ..., H;
such that

B=H;H;_,---H.C
Thus
A=FEyEy_1---E1HjH; 1---H,C

and hence A is row equivalent to C.

(b) If A and B are nonsingular n x n matrices then A and B are row
equivalent to I. Since A is row equivalent to I and I is row equivalent
to B it follows from part (a) that A is row equivalent to B.

25. If U is any row echelon form of A then A can be reduced to U using row
operations, so A is row equivalent to U. If B is row equivalent to A then it
follows from the result in Exercise 24(a) that B is row equivalent to U.

26. If Bisrow equivalent to A, then there exist elementary matrices Ey, Fo, ..., By
such that

B=EyE;_1---F1A

Let M = ExFEy_1 --- Fq. The matrix M is nonsingular since each of the FE;’s
is nonsingular.

Conversely suppose there exists a nonsingular matrix M such that
B = MA. Since M is nonsingular it is row equivalent to I. Thus there exist
elementary matrices E1, Es, ..., E) such that

M=EyE,_1--- 11
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18 Chapter 1 o Matrices and Systems of Equations

It follows that
B=MA=EE;_1---F1A
Therefore B is row equivalent to A.

27. If A is nonsingular then A is row equivalent to I. If B is row equivalent to
A, then using the result from Exercise 24(a), we can conclude that B is row
equivalent to I. Therefore B must be nonsingular. So it is not possible for
B to be singular and also be row equivalent to a nonsingular matrix.

28. (a) The system V¢ =y is given by

1 T 3:% e 7 c1 Y1
1 To 3:% e Ty Co Y2
1 2 e n

T+l Tn+1 Tn41 Cn+1 Yn+1

Comparing the ith row of each side, we have
c1tComi 4+ 1Ty = Y

Thus

p(x;) = yi 1=1,2,...,n+1

(b) If 21,29, ..., 2n+1 are distinct and Ve = 0, then we can apply part (a)

with y = 0. Thus if p(z) = ¢1 + cox + - - - + ¢p412"™, then

p(x;) =0 i=1,2,....n+1
The polynomial p(z) has n + 1 roots. Since the degree of p(x) is less
than n 4 1, p(z) must be the zero polynomial. Hence

01202:"':Cn+1:0

Since the system Ve = 0 has only the trivial solution, the matrix V'
must be nonsingular.

29. True. If A is row equivalent to I then A is nonsingular, so if AB = AC' then
we can multiply both sides of this equation by A~1.
AT'AB = A7'AC
B =C

30. True. If £ and F' are elementary matrices then they are both nonsingular
and the product of two nonsingular matrices is a nonsingular matrix. Indeed,

Gl=r-t'EL
31. True. If a + a5 = ag + 2a4 then
atay—agz—2a;,=0
If we let x = (1,1, —1,—2)7, then x is a solution to Ax = 0. Since x # 0
the matrix A must be singular.

32. False. Let I be the 2 x 2 identity matrix and let A =1, B = —1I, and

()
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Section 6 e Partitioned Matrices 19

Since B and C are nonsingular, they are both row equivalent to A, however,

10
sre={g o]

is singular, so it cannot be row equivalent to A.

6 | PARTITIONED MATRICES

a’{ alTal a,{ag s a,{an
aT aTa1 aTa2 e aTan
2.B:ATA: 2 (al,aQ,---,an): ’ ’ i
ag agal agaQ agan
4 -2 1
111 -1 6 0 1
I HE R E EICEE R S

(c) Let

Ui ot

4
5 0 0
Au—[ 2] A12—[0 0]
5
Aoy = (0 0) Agy = (1 0)

The block multiplication is performed as follows:

A1 Arz Af, AL
A1 Aso Al AL,

AnAT 4+ A A, A A3+ A AT
An AT} + Ao AT, A9 AT + A AL,

e e () e
ERNERNEE

(b) Since y,x! = (x;y7)T for j = 1,2,3, the outer product expansion of
Y X7 is just the transpose of the outer product expansion of XY 7. Thus

YXT = yix{ +y,x3 +ysxi

IR E R )

7. It is possible to perform both block multiplications. To see this suppose A1
is a k xr matrix, A2 is a k x (n—r) matrix, Ag; is an (m—k) X r matrix and
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20 Chapter 1 o Matrices and Systems of Equations

Agz is (m — k) x (n —r). It is possible to perform the block multiplication
of AAT since the matrix multiplication AllA,{la A11A2Tl, A12A,{2, A12A52,
An AT Ag AL Axp AT, Agp AT, are all possible. It is possible to perform
the block multiplication of AT A since the matrix multiplications AT} A1,
A,{lA12, A51A21, AglAlla A,{;AlQ, Ag2A21, A%;AQQ are all possible.

8. AX = A(x1,Xa,...,%X,) = (Ax1, AXs, ..., AX,.)
B = (blaan"'vbT)
AX = B if and only if the column vectors of AX and B are equal
AXj:bj jzl,...,T

9. (a) Since D is a diagonal matrix, its jth column will have d;; in the jth row
and the other entries will all be 0. Thus d; = d;;e; for j =1,...,n.

(b)
AD = A(dllel, d22€2, ceey dnnen)
= (dHAel, d22A€2, ceey d,mAen)
= (di1a, dag, ..., dypay)
10. (a)

D
Us = [U1 U2] [01] — U3 + U0 = U5,

(b) If we let X = UX, then
X =U1%1 = (o1u,00uy, ...,00uy,)
and it follows that

A=UxvT =xvT = alulvlT + 02u2v2T + o+ anunvg

11.
AL An A I AjtAw+ CAs
0] A521 0] Ao 0] 1
If
A;11A12 +CAgye =0
then
C=—-A'ApAy
Let

Afll _Af11A12A521
B =
o) Ass
Since AB = BA = I it follows that B = A~1.
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Section 6 e Partitioned Matrices 21

12. Let 0 denote the zero vector in R™. If A is singular then there exists a vector
x1 # 0 such that Ax; = 0. If we set

= (%)
we= (89) (5] = (= e) - ()

By Theorem 1.5.2, M must be singular. Similarly, if B is singular then there
exists a vector xo # 0 such that Bxy = 0. So if we set

<)

then x is a nonzero vector and Mx is equal to the zero vector.

15.
L (o I o (I B s (B I
A “[ I —B]’ A"[B I]’ A=11 28

and hence

then

A1+A2+A3_[ I+B 2I+B]

2+ B I+B
16. The block form of S~! is given by

I A —A
si= (o 7
It follows that

e (I —AY (4B OY (I 4
STMS= o [ o I

(I -A) (AB ABA
“lo 1)| B BA
(o o
~|B B4

17. The block multiplication of the two factors yields
I @) A Ao _ Aqq Ajz
B I 0] C BAyy,  BAp+C
If we equate this matrix with the block form of A and solve for B and C' we

get,
B = A21A;11 and C = A22 - A21A;11A12

To check that this works note that
BAy = Ag A A = Ay
BAj s +C = A21Af11A12 + Ago — A21Af11A12 = Ay
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22 Chapter 1 o Matrices and Systems of Equations

and hence
I O Aqq Ajz [ An Agp —A
B I 0] C S A A )
18. In order for the block multiplication to work we must have

XB=S and YM=T

Since both B and M are nonsingular, we can satisfy these conditions by
choosing X = SB~! and Y =TM L.

19. (a)
b1 blc
b2 bQC
BC = ] (o) = . =cb
by e
(b)
Z1
€2
Ax = (alaaQa <. 'aan)
Ty

= aj(x1) + ag(x2) + -+ an(xy,)
(c) It follows from parts (a) and (b) that
Ax = aj(x1) +ag(x2) + -+ an(zy)
= ri1a; +T0a9 + -+ xpa,
20. If Ax = 0 for all x € R™, then
aj=Ae; =0 for j=1,...,n
and hence A must be the zero matrix.

21. If
Bx=Cx forall xeR"

then
(B-C)x=0 forall xeR"

It follows from Exercise 20 that

B-C =20

A7 0 A a X B A7 0 b
—cTAa-1 1 ' B Tpy1 ) | —cTA™D 1 b1

I A la x B A~ b
07  —cTA'ta+p3 Tns1 ] | —cTA7'b+ by
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(b) If
y=A"ta and z=A"'b
then
(_CTY + B)Tng1 = -’z + bn+1
—CTZ + bn+1 T
i1 = 2L (g 0
Tntl = 7o g (B—c'y#0)
and

X+ z,1A7ta=A"1b

x=A"'"b—z, 1A ta=z—x,.1y

MATLAB EXERCISES

1. In parts (a), (b), (c) it should turn out that A1 = A4 and A2 = A3. In part
(d) A1 = A3 and A2 = A4. Exact equality will not occur in parts (c) and
(d) because of roundoff error.

2. The solution x obtained using the \ operation will be more accurate and yield
the smaller residual vector. The computation of x is also more efficient since
the solution is computed using Gaussian elimination with partial pivoting
and this involves less arithmetic than computing the inverse matrix and
multiplying it times b.

3. (a) Since Ax = 0 and x # 0, it follows from Theorem 1.5.2 that A is

singular.
(b) The columns of B are all multiples of x. Indeed,

B = (x, 2%, 3x, 4x, 5x, 6x)
and hence
AB = (Ax,2Ax,3Ax,4Ax,5A%x,6Ax) = O
(¢) If D= B+ C, then
AD =AB+ AC =0+ AC = AC

4. By construction B is upper triangular whose diagonal entries are all equal to
1. Thus B is row equivalent to I and hence B is nonsingular. If one changes
B by setting b1g1 = —1/256 and computes Bx, the result is the zero vector.
Since x # 0, the matrix B must be singular.

5. (a) Since A is nonsingular its reduced row echelon form is I. If Fy, ..., Ej
are elementary matrices such that Ey---E1A = I, then these same
matrices can be used to transform (A b) to its reduced row echelon
form U. It follows then that

U=Ey - Ei(A b)=A"1A b)=(I A 'b)

Thus, the last column of U should be equal to the solution x of the
system Ax = b.
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24 Chapter 1

(b) After the third column of A is changed, the new matrix A is now sin-
gular. Examining the last row of the reduced row echelon form of the
augmented matrix (A b), we see that the system is inconsistent.

(¢) The system Ax = c is consistent since y is a solution. There is a free
variable x3, so the system will have infinitely many solutions.

(f) The vector v is a solution since

Av=A(w+3z) = Aw+ 34z =c

For this solution the free variable x3 = vs = 3. To determine the general
solution just set x = w + tz. This will give the solution corresponding
to xg =t for any real number ¢.

6. (c) There will be no walks of even length from V; to V; whenever i + j is

odd.

(d) There will be no walks of length k& from V; to V; whenever i + j + k is
odd.

(e) The conjecture is still valid for the graph containing the additional
edges.

(f) If the edge {Vs, Vs} is included, then the conjecture is no longer valid.
There is now a walk of length 1 from Vg to Vg andi+j4+k=6+8+1
is odd.

8. The change in part (b) should not have a significant effect on the survival
potential for the turtles. The change in part (c) will effect the (2,2) and (3, 2)
of the Leslie matrix. The new values for these entries will be lo5 = 0.9540 and
l32 = 0.0101. With these values the Leslie population model should predict
that the survival period will double but the turtles will still eventually die
out.

9. (b) x1 =c—Vx2.

10. (b)

kB I

This can be proved using mathematical induction. In the case k =1

42 _ o I 0] I _ I B
I B I B B I
If the result holds for £k =m

4k [ I kB]

mB I
then
A2m+2 — A2A2m

()
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It follows by mathematical induction that the result holds for all positive
integers k.

0] 1 I kB kB 1
2k+1 _ 2k _ _
o= (95 (s T (T wds)

11. (a) By construction the entries of A were rounded to the nearest integer.
The matrix B = ATA must also have integer entries and it is symmetric

since
BT = (ATA)T = AT(AT)T =ATA=1B
(b)
T I O Bll O I ET
= (2 )% 2 (65
B B ET
EB;; EBET+F
where

E = BQlBﬁl and F = B22 — BQlBﬁ1B12
It follows that
B ET = B (B)TBY, = B11B;' Bia = Bi»
EBy1 = Bo1Bj'Bi1 = B

EBET + F = By E' 4 Byy — Bo1 B Bio
= By B;' Bia + Bao — B2y By Bio
= B2
Therefore
LDLT =B

CHAPTER TEST A

1. The statement is false in general. If the row echelon form has free variables
and the linear system is consistent, then there will be infinitely many solu-
tions. However, it is possible to have an inconsistent system whose coefficient
matrix will reduce to an echelon form with free variables. For example, if

() ()

then A involves one free variable, but the system Ax = b is inconsistent.

2. The statement is true since the zero vector will always be a solution.

3. The statement is true. A matrix A is nonsingular if and only if it is row
equivalent to the I (the identity matrix). A will be row equivalent to I if
and only if its reduced row echelon form is I.
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4. The statement is true. If A is nonsingular then A is row equivalent to I. So
there exist elementary matrices Fq, Fs, ..., E, such that

A=EyEx_1---E1l =EyE;_1---E;

5. The statement is false in general. For example, if A = [ and B = —1I, the
matrices A and B are both nonsingular, but A+ B = O is singular.

6. The statement is false in general. For example if A is any matrix of the form

cos 6 sin 6
A= [ sin 0 —cos@]

Then A = A7L.
7. The statement is false in general.
(A-B)?=A?-BA—-AB+ B*# A*> - 2AB + B?
since in general BA # AB. For example, if

11 0 1
a0 e s (00
2
o (1 0) _ (10
(4-B) _[1 1] _[2 1]
however,

2 2_[2 2) (0 2 0 0) (20
A_2AB+B_[22 02" oo) |20
8. The statement is false in general. If A is nonsingular and AB = AC, then we
can multiply both sides of the equation by A~! and conclude that B = C.

However, if A is singular, then it is possible to have AB = AC and B # C.
For example, if

then

1 1 1 1 2 2
a= (i) (id) e (59
then
1 1 1 1 5 5
AB = [1 1] 4 4 [5 5]
1 1 2 2 5 5
AC = [1 1] 3 3 _[5 5]

9. The statement is false. In general AB and BA are usually not equal, so it is
possible for AB = O and BA to be a nonzero matrix. For example, if

1 1 -1 -1
() e e (D)

0 0 -2 -2
B T

then
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10. The statement is true. If x = (1,2, —1)7, then x # 0 and Ax = 0, so A must
be singular.

11. The statement is true. If b = a; 4+ a3 and x = (1,0, 1)7, then
Ax = ri1a) + Troag + x3a3 = 181 + Oa2 + 183 =b

So x is a solution to Ax = b.

12. The statement is true. If b = a; + ay + az, then x = (1,1,1)7 is a solution
to Ax = b, since

Ax:xlal + xoa2 + x3a3 = a; +az + ag =b
If a; = ag, then we can also express b as a linear combination
b:a1—|—0a2—|—2a3

Thus y = (1,0,2)7 is also a solution to the system. However, if there is more
than one solution, then the reduced row echelon form of A must involve a
free variable. A consistent system with a free variable must have infinitely
many solutions.

13. The statement is true. An elementary matrix F of type I or type II is sym-
metric. So in either case we have ET = E is elementary. If E is an elementary
matrix of type III formed from the identity matrix by adding a nonzero mul-
tiple ¢ of row k to row j, then ET will be the elementary matrix of type III
formed from the identity matrix by adding c times row j to row k.

14. The statement is false. An elementary matrix is a matrix that is constructed
by performing exactly one elementary row operation on the identity matrix.
The product of two elementary matrices will be a matrix formed by per-
forming two elementary row operations on the identity matrix. For example,

100 100
Ei=]2 1 0 and Ey=[0 1 0

0 01 3 01

are elementary matrices, however,

100
EiEy=(2 1 0

3 01

is not an elementary matrix.

15. The statement is true. The row vectors of A are x1y”, xoyT, ..., z,y". Note,
all of the row vectors are multiples of y”'. Since x and y are nonzero vectors,
at least one of these row vectors must be nonzero. However, if any nonzero
row is picked as a pivot row, then since all of the other rows are multiples
of the pivot row, they will all be eliminated in the first step of the reduction
process. The resulting row echelon form will have exactly one nonzero row.
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CHAPTER TEST B

1.
1 -1 321 1 -1 3 2 1
-1 1 -21-2] —- |0 0 1 3|-1
2-2 77 1 0 01 3|-1
1 -1 0 -7| 4
— |0 0 1 3] -1
0 0 0 0 0

The free variables are x5 and x4. If we set 2 = a and x4 = b, then
r1=4+a+7b and r3=—-1—3b

and hence the solution set consists of all vectors of the form

44+ a+Tb
a

—1-3b
b

X =

2. (a) A linear equation in 3 unknowns corresponds to a plane in 3-space.

(b) Given 2 equations in 3 unknowns, each equation corresponds to a plane.
If one equation is a multiple of the other then the equations represent
the same plane and any point on the that plane will be a solution to
the system. If the two planes are distinct then they are either parallel
or they intersect in a line. If they are parallel they do not intersect, so
the system will have no solutions. If they intersect in a line then there
will be infinitely many solutions.

(¢) A homogeneous linear system is always consistent since it has the trivial
solution x = 0. It follows from part (b) then that a homogeneous sys-
tem of 2 equations in 3 unknowns must have infinitely many solutions.
Geometrically the 2 equations represent planes that both pass through
the origin, so if the planes are distinct they must intersect in a line.

3. (a) If the system is consistent and there are two distinct solutions there must
be a free variable and hence there must be infinitely many solutions. In
fact all vectors of the form x = x1 + ¢(x; — x2) will be solutions since

Ax = Axy + ¢(Ax; — Axs) =b+c¢(b—Db)=Db

(b) If we set z = x; — X9 then z # 0 and Az = 0. Therefore it follows from
Theorem 1.5.2 that A must be singular.

4. (a) The system will be consistent if and only if the vector b = (3,1) can
be written as a linear combination of the column vectors of A. Linear
combinations of the column vectors of A are vectors of the form

() () -mros 3]

Since b is not a multiple of (1,2)7 the system must be inconsistent.
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(b) To obtain a consistent system choose b to be a multiple of (1,2)7. If
this is done the second row of the augmented matrix will zero out in
the elimination process and you will end up with one equation in 2
unknowns. The reduced system will have infinitely many solutions.

5. (a) To transform A to B you need to interchange the second and third rows
of A. The elementary matrix that does this is

1 00
E=1]10 01
0 10

(b) To transform A to C using a column operation you need to subtract
twice the second column of A from the first column. The elementary
matrix that does this is

100
F=]1-2 10
0 01

6. If b = 3a; + ay + 4a3 then b is a linear combination of the column vectors
of A and it follows from the consistency theorem that the system Ax = b is
consistent. In fact x = (3,1,4)7 is a solution to the system.

7. If a; — 3ay +2a3 = 0 then x = (1, —3,2)7 is a solution to Ax = 0. It follows
from Theorem 1.5.2 that A must be singular.

8. If
1 4 2 3
(0w s (20

[ (- (-3 1)

9. In general the product of two symmetric matrices is not necessarily symmet-

ric. For example if
1 2 11
=(ed)e= )

then A and B are both symmetric but their product
1 2 11 3 9
AB_[2 2] [1 4]_[4 10]

10. If F and F are elementary matrices then they are both nonsingular and their
inverses are elementary matrices of the same type. If C' = EF then C'is a
product of nonsingular matrices, so C' is nonsingular and O~ = F~1E~1,

then

is not symmetric.

11.
I 0 O

At'=lo 1 O

O -B I
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12. (a) The column partition of A and the row partition of B must match up,
so k must be equal to 5. There is really no restriction on r, it can be
any integer in the range 1 < r < 9. In fact » = 10 will work when B has

block structure
[ B
Bay

(b) The (2,2) block of the product is given by Az B1a + A22Bao
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Chapter?

Determinants

1 | THE DETERMINANT OF A MATRIX

1. (c) det(A) = -3
7. Given that a;; = 0 and ag; # 0, let us interchange the first two rows of
A and also multiply the third row through by —as;. We end up with the

matrix
a21 a22 a23
[ 0 a1z a3 ]
—a21031 —a21032 —a21a33
Now if we add as; times the first row to the third, we obtain the matrix
a21 a22 a23
[ 0 a1z a3 ]
0 a31a22 — (21432 (31023 — (21033

This matrix will be row equivalent to I if and only if

a12 a13
a31a22 — 21432 a31a23 — 21433

£0

Thus the original matrix A will be row equivalent to I if and only if

12031023 — A12021033 — 013031022 + 13021032 75 0

31
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8. Theorem 2.1.3. If A is an n X n triangular matrix then the determinant
of A equals the product of the diagonal elements of A.

Proof: The proof is by induction on n. In the case n = 1, A = (a11) and
det(A) = a11. Assume the result holds for all k& x k triangular matrices and
let Abea (k+1)x (k+1) lower triangular matrix. (It suffices to prove the
theorem for lower triangular matrices since det(A”) = det(A).) If det(A) is
expanded by cofactors using the first row of A we get

det(A) = aii det(MH)

where M is the k x k matrix obtained by deleting the first row and column
of A. Since M7 is lower triangular we have

det(Mi1) = a22a33 - - - Gky1,k41
and consequently
det(A) = arraze - - Apq1,k41
9. If the ith row of A consists entirely of 0’s then
det(A) = aiAi + aipAip + - + ainAin
= 0A;1 +04;2+ -+ 044, =0
If the ith column of A consists entirely of 0’s then
det(A) = det(AT) =0

10. In the case n =1, if A is a matrix of the form

a b
a b
then det(A) = ab—ab = 0. Suppose that the result holds for (k+1) x (k+1)

matrices and that A is a (k + 2) x (k + 2) matrix whose ith and jth rows
are identical. Expand det(A) by factors along the mth row where m # i and

m £ j.
det(A) = Qm1 det(Mml) “+ am2 det(Mmz) + -+ Am, k+2 det(Mm)k+2).

Each My, 1 <s<k+2 isa (k+1)x (k+1) matrix having two rows that
are identical. Thus by the induction hypothesis

det(Mps) =0  (1<s<k+2)

and consequently det(A) = 0.
11. (a) In general det(A + B) # det(A) 4 det(B). For example if

1 0 0 0
(30w e (00)

det(A) +det(B)=04+0=0

then

and
det(A+ B) =det(l) =1
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(b)
[ a11b11 + ai2b2; a11b12 + ai2ba2
AB =
az1b11 + az2b21 a21b12 + ag2baa
and hence
det(AB) = (ai1biiaz1bi2 + ar1bi1azebaz + a12b21a21b12 + a12b21a22022)

—(az21b11a11b12 + a21b11a12b22 + agebaiai1b12 + azzbaiai2bez)
a11b11a22b22 + a12b21a21b12 — az1b11012b22 — azabaraiibiz
On the other hand
det(A) det(B) = (a11a22 — az1a12)(b11b22 — b21b12)

= a11022b11b22 + a21a12b21b12 — a21a12011b22 — a11a22b21b12
Therefore det(AB) = det(A) det(B)

(¢) In part (b) it was shown that for any pair of 2 x 2 matrices, the de-
terminant of the product of the matrices is equal to the product of the
determinants. Thus if A and B are 2 x 2 matrices, then

det(AB) = det(A) det(B) = det(B) det(A) = det(BA)
12. (a) If d = det(A + B), then
d = (a11 + b11)(ag2 + b22) — (az1 + ba1)(a12 + b12)
= a11a22 + a11b22 + br1aze + b11bas — az1a12 — az1bia — ba1aiz — ba1bi
= (a11022 — az1a12) 4 (b11baa — ba1b12) + (a11b22 — ba1a12) + (bi1azz — a21b12)
= det(A) + det(B) + det(C) + det(D)

(b) If
B=FEA~— aa21 aa22
[ Bai Baiz
then
a1 ai2 aa21 Qa2
= D =
¢ [51111 5%2] [ a21 Q22 ]
and hence

det(C) =det(D) =0
It follows from part (a) that
det(A + B) = det(A) + det(B)
13. Expanding det(A) by cofactors using the first row we get
det(A) = ay1 det(Mi1) — a2 det(M2)

If the first row and column of Mjo are deleted the resulting matrix will be
the matrix B obtained by deleting the first two rows and columns of A. Thus
if det(Mi2) is expanded along the first column we get

det(M12) = a21 det(B)
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Since ag1 = a12 we have

det(A) = aii det(MH) - CL%Q det(B)

2 | PROPERTIES OF DETERMINANTS

5. To transform the matrix A into the matrix A one must perform row oper-
ation II n times. Each time row operation II is performed the value of the
determinant is changed by a factor of a. Thus

det(aA) = a™ det(A)

Alternatively, one can show this result holds by noting that det(al) is equal
to the product of its diagonal entries. Thus, det(al) = o™ and it follows
that
det(aA) = det(alA) = det(al) det(A) = a™ det(A)
6. Since
det(A 1) det(A) = det(A ' A) = det(I) = 1
it follows that )
-1
det(4™) = 5
8. If F is an elementary matrix of type I or II then F is symmetric, so E7 = E.
If E is an elementary matrix of type III formed from the identity matrix by
adding c times its ith row to its jth row, then E7 will be the elementary
matrix of type III formed from the identity matrix by adding c times its jth
row to its ¢th row
9. (b) 18, (d) —6; (f) -3

10. Row operation III has no effect on the value of the determinant. Thus if B
can be obtained from A using only row operation ITI, then det(B) = det(A).
Row operation I has the effect of changing the sign of the determinant. If
B is obtained from A using only row operations I and III, then det(B) =
det(A) if row operation I has been applied an even number of times and
det(B) = —det(A) if row operation I has been applied an odd number of
times.

11. Since det(A?) = det(A)? it follows that det(A?) must be a nonnegative
real number. (We are assuming the entries of A are all real numbers.) If
A?2 + 1 = O then A? = —I and hence det(A?) = det(—I). This is not
possible if n is odd, since for n odd, det(—I) = —1. On the other hand it is
possible for A2 + I = O when n is even. For example, if we take

()

then it is easily verified that A2 + I = O.

STUDENTS-HUB.co r.Flopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzllbaded By ano nym ous



12.

14.

15.

16.

17.
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(a) Row operation IIT has no effect on the value of the determinant. Thus

1 oz a2
det(V) = | 1z a2
1 T3 3:%
1 1 x2
= |0 @—xz aj—af
0 wx3—x1 2323
1 = i
= (ze—a)(zz—z)| 0 1 22-m
0 1 xz3—x

= (332 - 331)(333 - 331)(333 - 332)

(b) The determinant will be nonzero if and only if no two of the x; values
are equal. Thus V' will be nonsingular if and only if the three points 1,
To, x3 are distinct.
Since
det(AB) = det(A) det(B)
it follows that det(AB) # 0 if and only if det(A) and det(B) are both
nonzero. Thus AB is nonsingular if and only if A and B are both nonsingular.

If AB = I, then det(AB) = 1 and hence by Exercise 14 both A and B are
nonsingular. So A1 exists and if we apply it to both sides of the equation
I = AB, then we see that

A '=A"'T=A"'AB=B

It then follows that BA = A~'A = I. Thus, in general, to show that a
square matrix A is nonsingular it suffices to show that there exists a matrix
B such that AB = I. We need not check to see if BA = 1.

If Ais an xn skew symmetric matrix, then
det(A) = det(AT) = det(—A) = (—=1)" det(A)
Thus if n is odd then
det(A) = —det(A)
2det(A) = 0
and hence A must be singular.
If A, is nonzero and one subtracts ¢ = det(A)/A,, from the (n,n) entry
of A, then the resulting matrix, call it B, will be singular. To see this look
at the cofactor expansion of the B along its last row.
det(B) = bnanl + -+ bn,nlen,nfl + bnann
= a'nlAnl +-- An,nflAn,nfl + (a'nn - C)Ann

. anonymous
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= det(A) — cAnn
=0

18. (a) Expanding det(E) by cofactors along the first row, we have
det(E) =1-det(F11)
Similarly expanding det(E7;1) along the first row yields
det(Eq1) = 1-det((E11)11)
So after k steps of expanding the submatrices along the first row we get
det(E)=1-1---1-det(B) = det(B)

(b) The argument here is similar to that in part (a) except that at each step
we expand along the last row of the matrix. After n — k steps we get

det(F)=1-1---1-det(A) = det(A)
(¢) Since C = EF it follows that
det(C) = det(F) det(F) = det(B) det(A) = det(A) det(B)

19. For j = 1,2,...,k let E; be the elementary matrix of type I formed by
interchanging rows j and j + k of the 2k x 2k identity matrix. If

- (4 )

M =FEyE;_1---E.C

then

and using the result from Exercise 18 we have that
det(M) = det(E}) det(Ej_1) - - -det(E;) det(C) = (—=1)* det(A) det(B)

20. Prove: Evaluating an n X n matrix by cofactors requires (n! — 1) additions

and
n—1
n!

k!
k=1
multiplications.

Proof: The proof is by induction on n. In the case n = 1 no additions and
multiplications are necessary. Since 1! — 1 = 0 and

0 pl

the result holds when n = 1. Let us assume the result holds when n = m. If
Aisan (m+1) x (m+ 1) matrix then

det(A) =all1 det(Mu) — ai12 det(M12) +---+£ a1, m+1 det(Ml)erl)

STUDENTS-HUB.co r.ﬁopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzllbaded By ano nym ous



Section 2 37

Each M,; is an m x m matrix. By the induction hypothesis the calculation
of det(M;) requires (m! — 1) additions and

m—1
m!

k!
k=1

multiplications. The calculation of all m+1 of these determinants requires
(m +1)(m! — 1) additions and

m—1

m+1)!
Z( k!)

k=1
multiplications. The calculation of det(A) requires an additional m + 1 mul-
tiplications and an additional m additions. Thus the number of additions
necessary to compute det(A) is

m+1L(m —1)+m=m+1)! -1

and the number of multiplications needed is

1) (1) m 4+ 1)! = (m+1)!
;%4_(7”4_1)_;( I_:!)+( ;'!)_kz( I:—!)

21. In the elimination method the matrix is reduced to triangular form and the
determinant of the triangular matrix is calculated by multiplying its diagonal
elements. At the first step of the reduction process the first row is multiplied
by m;1 = —a;1/a11 and then added to the ith row. This requires 1 division,
n — 1 multiplications and n — 1 additions. However, this row operation is
carried out for ¢ = 2, ..., n. Thus the first step of the reduction requires n—1
divisions, (n —1)? multiplications and (n —1)? additions. At the second step
of the reduction this same process is carried out on the (n — 1) x (n — 1)
matrix obtained by deleting the first row and first column of the matrix
obtained from step 1. The second step of the elimination process requires
n — 2 divisions, (n — 2)? multiplications, and (n — 2)? additions. After n — 1
steps the reduction to triangular form will be complete. It will require:

m-1)+n-2)+---4+1 = w divisions
2n—1)(n—1
n—12+mn-22%*+---+1% = n(2n 6)(n ) multiplications
2n—1)(n—1
(=124 (-2 4412 = " 6)(” ) additions

It takes n — 1 additional multiplications to calculate the determinant of the
triangular matrix. Thus the calculation det(A) by the elimination method

requires:
n(n—1) N n(2n—1)(n—1) b n-1) = (n—1)(n®>4+n+3)
2 6 3
multiplications and divisions and n(2n — 16) (n—1) additions.
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3 | ADDITIONAL TOPICS AND APPLICATIONS

4 -1 I T

1 -1 0
0 1 -1
0

1. (b) det(A) =10, adj A = [

d) det(A) =1, Al =adjA =
J

0 1
6. AadjA=0
7. The solution of Ix = b is x = b. It follows from Cramer’s rule that
det(B;)
b, =x; = I — det(B;
J :EJ det(]) et( J)

8. If det(A) = a then det(A™!) = 1/a. Since adj A = aA~! we have
det(adj A) = det(aA™") = a™det(A™') = a" 1 = det(A)" !
10. If A is nonsingular then det(A) # 0 and hence
adj A = det(A)A™!
is also nonsingular. It follows that

1

(adi )™ = 3

(A1)~ = det(A~ 1A

Also
adj A~ =det(A™H) (A7) =det(4A71)A

11. If A = O then adj A is also the zero matrix and hence is singular. If A is
singular and A # O then

AadjA=det(A)I=0I=0
If a” is any nonzero row vector of A then
aladjA =07 or (adjA)Ta=0
By Theorem 1.5.2, (adj A)7' is singular. Since
det(adj A) = det[(adj A)T] =0
it follows that adj A is singular.

12. If det(A) = 1 then
adjA =det(A)A™' = A1

and hence
adj(adj A) = adj(A™")

It follows from Exercise 10 that

e 1y, 1 -
adj(adj A) =det(A™)A = det(A)A =A
13. The (j,i) entry of Q7 is ¢;;. Since
1
-1 _ di
Q at(Q) jQ
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its (4,4) entry is Qi;/ det(Q). If Q=1 = QT then

dii = Qij
7 det(Q)
15. (a)
€] €2 €3
XXx=|x1 22 23 |=0
X1 To I3
(b)
€ €2 e3 e} ey e3
YXX=|4y Y ys|=—|z1 T2 a3 |=—(xXXxXYy)
Ty T2 T3 Y1 Y2 Y3
(c) It
(31 €2 €3
= 1 ) T3
itz Yatz2 Yzt

and

, =

xry T2 I3

e ey e3
B = r1 X9 I3
z1 z9 z3

Yyr Y2 Y3

then the cofactors along the third row of all three matrices are the same.

Agj:ng:CQ,j j:1,2,3

e ey e3 ]

It follows then that

det(A)

(y1 + 21)Az1 + (Y2 + 22) Azt + (y3 + 23) Ass

(Y1431 + y2 A3z + y3As3) + (21431 + 22432 + 23A33)
= (y1B31 + y2B32 + y3B33) + (21C31 + 22C32 + 23C33)
(xxy)+ (x x z)

x (y +2)

21 22 z3
XXy)=|x1 T2 3
Y1 Y2 Y3

27 (

Every time we interchange the order of two rows we change the sign of
the determinant. Therefore

21 %2 Z3 xry T2 I3 xr1 T2 I3

T
z' (xxy)=|®1 T2 ¥3 |=—| 21 22 23 |=|Y Y2 Y3
Yyr Y2 Y3 Yyr Y2 Y3 zZ1 Z2 Z3
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16. (a)
0 —z3 T2 Y1 —T3Y2 + T2y3
Axy = x3 0 -1 y2 | = T3y —T1Y3 | =X XYy
—T9 T 0 Y3 —x2y1 + X1Y2
(b) Since Ax is skew-symmetric,

A)T(y:—Axy:—(xxy):yxx

MATLAB EXERCISES

2. The magic squares generated by MATLAB have the property that they are
nonsingular when n is odd and singular when n is even.

3. (a) The matrix B is formed by interchanging the first two rows of A.
det(B) = — det(A).

(b) The matrix C is formed by multiplying the third row of A by 4.
det(C) = 4 det(A).

(¢) The matrix D is formed from A by adding 4 times the fourth row of A
to the fifth row.
det(D) = det(A).

5. The matrix U is very ill-conditioned. In fact it is singular with respect to the
machine precision used by MATLAB. So in general one could not expect to
get even a single digit of accuracy in the computed values of det(U”) and
det(UUT). On the other hand, since U is upper triangular, the computed
value of det(U) is the product of its diagonal entries. This value should be
accurate to the machine precision.

6. (a) Since Ax = 0 and x # 0, the matrix must be singular. However,
there may be no indication of this if the computations are done in
floating point arithmetic. To compute the determinant MATLAB does
Gaussian elimination to reduce the matrix to upper triangular form U
and then multiplies the diagonal entries of U. In this case the product
U11U22U33U44U55 has magnitude on the order of 10'. If the computed
value of ugg has magnitude of the order 107% and k < 14, then MAT-
LAB will round the result to a nonzero integer. (MATLAB knows that
if you started with an integer matrix, you should end up with an integer
value for the determinant.) In general if the determinant is computed
in floating point arithmetic, then you cannot expect it to be a reliable
indicator of whether or not a matrix is nonsingular.

(c) Since A is singular, B = AAT should also be singular. Hence the exact
value of det(B) should be 0.

CHAPTER TEST A

1. The statement is true since

det(AB) = det(A) det(B) = det(B) det(A) = det(BA)
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2. The statement is false in general. For example, if

1 0 0 0
i (1) wa (00

then det(A + B) = det(I) = 1 while det(A) + det(B) =0+ 0= 0.
3. The statement is false in general. For example, if A = I, (the 2 x 2 identity
matrix), then det(2A4) = 4 while 2det(A) = 2.

4. The statement is true. For any matrix C, det(CT) = det(C), so in particular
for C = AB we have

det((AB)T) = det(AB) = det(A) det(B)
5. The statement is false in general. For example if
(20w me (1Y)
then det(A) = det(B) = 8, however, A # B.
6. The statement is true. For a product of two matrices we know that
det(AB) = det(A) det(B)

Using this it is easy to see that the determinant of a product of & matrices
is the product of the determinants of the matrices, i.e,

det(A1A2 s Ak) = det(Al) det(AQ) < det(Ak)

(This can be proved formally using mathematical induction.) In the special
case that A1 = Ay = --- = Aj, we have

det(A") = det(A)F
7. The statement is true. A triangular matrix 7" is nonsingular if and only if
det(T) = t11t22 s 'tnn 7§ 0

Thus T is nonsingular if and only if all of its diagonal entries are nonzero.

8. The statement is true. If Ax = 0 and x # 0, then it follows from Theorem
1.5.2 that A must be singular. If A is singular then det(A) = 0.

9. The statement is false in general. For example, if

(03]

and B is the 2 x 2 identity matrix, then A and B are row equivalent, however,
their determinants are not equal.

10. The statement is true. If A*¥ = O, then
det(A)* = det(A*) = det(0) = 0
So det(A) = 0, and hence A must be singular.
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CHAPTER TEST B

L. (a) det(34) = (3)det(4) = 14— L
(b) det(B~1AT) = det(B~1) det(AT) = g det(4) = & -4 = 2
(c) det(EA?) = —det(A?) = —det(A4)? = —16
2. (a)
T B e B e

=z -1 —(z—1)+(-1+2)
= z(z—1)(z+1)
(b) The matrix will be singular if  equals 0, 1, or -1.

3. (a)
11 1 1 11 1 1
12 3 4 01 2 3
136 10] o 25 9 Iy =l31 =1y = 1)
1 4 10 20 0 3 9 19
11 1 1 11 1 1
0 1 2 3 01 2 3
025 9| oo 1 3 (Is2 = 2, lyz = 3)
0 3 9 19 0 0 3 10
111 1 11 1 1
01 2 3 01 2 3
o013 oo 1 3 (liz = 3)
00 3 10 00 0 1
1000 111 1
1100 01 2 3
A_LU_1210 0 0 1 3
1 3 3 1 00 0 1
(b) det(A) = det(LU) = det(L)det(U) =1-1=1

4. If A is nonsingular then det(A) # 0 and it follows that
det(AT A) = det(AT) det(A) = det(A) det(A) = det(A)? >0
Therefore AT A must be nonsingular.
5. If B=S"1AS, then
det(B) = det(S™'AS) = det(S™1)det(A)det(S)

1
- 5 det(A) det(S) = det(A)

6. If A is singular then det(A4) = 0 and if B is singular then det(B) so if one
of the matrices is singular then

det(C) = det(AB) = det(A) det(B) =0
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Therefore the matrix C' must be singular.

7. The determinant of A — A\I will equal 0 if and only if A — A\I is singular. By
Theorem 1.5.2, A — AI is singular if and only if there exists a nonzero vector
x such that (A — AI)x = 0. It follows then that det(A — A\I) = 0 if and only
if Ax = A\x for some x # 0.

8. If A =xy” then all of the rows of A are multiples of y”. In fact,
a =x;yl for j=1,....n

It follows that if U is any row echelon form of A then U can have at most
one nonzero row. Since A is row equivalent to U and det(U) = 0, it follows
that det(A) = 0.

9. Let z = x — y. Since x and y are distinct it follows that z # 0. Since
Az = Ax — Ay =0
it follows from Theorem 1.5.2 that A must be singular and hence det(A) = 0.

10. If A has integer entries then adj A will have integer entries. So if | det(A)| =1
then

1
A= _adjA=+adjA
det(A) 2V ad

and hence A~! must also have integer entries.
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Chapter3

Vector
Spaces

1 | DEFINITION AND EXAMPLES

3. To show that C is a vector space we must show that all eight axioms are
satisfied.
Al. (a+bi)+(c+di)=(a+c)+ (b+d)i
=(c4a)+ (d+b)i
= (c+di) + (a + bi)
A2, (x+y)+z=[(x1+220) + (Y1 + y20)] + (21 + 220)
=(z1+y1+21) + (v2 +y2 + 22)i
= (z1 + 21) + [(y1 + y2i) + (21 + 221))]
=x+(y+z)
A3. (a+bi)+ (0 + 0i) = (a + bi)

44
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A4. If z = a + bi then define —z = —a — bi. It follows that
z+(—2z)=(a+bi)+(—a—bi)=04+0i=0

A5. af(a+bi) + (c+ di)] = (ea + ac) + (ab + ad)i
= afa + bi) + a(c+ di)
A6. (a+ B)(a+bi) = (a+ Ba+ (a+ B)bi
= afa + bi) + B(a + bi)

A7, (af)(a + bi) = (afB)a + (aB)bi

= a(fa + Obi)
A8. 1-(a+bi)=1-a+1-bi=a+bi

4. Let A = (ai;), B = (b;;) and C = (¢;;) be arbitrary elements of R™*™.

Al. Since a;; +b;; = bij +ay; for each ¢ and j it follows that A+ B = B+ A.
A2. Since

(@ij + bij) + cij = aij + (bij + ¢ij)
for each ¢ and j it follows that
(A+B)+C=A+(B+C)
A3. Let O be the m x n matrix whose entries are all 0. If M = A + O then
mi; = a;; +0 = a4

Therefore A+ O = A.
A4. Define —A to be the matrix whose ijth entry is —a;;. Since

aij + (—aij) =0
for each i and j it follows that
A+ (-A) =0
A5. Since
a(aij + bij) = aaj + ab;
for each ¢ and j it follows that
a(A+ B)=aA+ aB
A6. Since
(a+ B)ai; = aaj + Pasj
for each ¢ and j it follows that
(a4 B)A=aA+ pA
AT7. Since
(aB)aij = a(Baij)

for each ¢ and j it follows that

(aB)A = a(B4)
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A8. Since
1- Qi = Qij
for each i and j it follows that
1A=A

5. Let f, g and h be arbitrary elements of Cla, b].
Al. For all z in [a, b]

(f+9)(@) = f(z) +9(z) = g(x) + f(z) = (9 + f)(2).

Therefore
f+g=9+/f
A2. For all z in [a, b],
[(f +9) +h](z) = (f+9)(z) + h(z)
= f(z) +g(z) + h(z)
= f(z) + (g +h)(2)
= [f+(g+h)(=z)

Therefore
(f+9)+h]=1[f+(g+h)]
A3. If z(x) is identically 0 on [a, b], then for all z in [a, ]
(f +2)(x) = f(z) + 2(z) = f(z) + 0 = f(2)
Thus
fa=1t
A4. Define —f by
(=f)(@) = —f(x) for all z in [a, b]
Since
(f + (=) = flx) = flz) =0
for all  in [a, b] it follows that
f+(=H=
A5. For each z in [a, b]
[a(f+9)l(z) = af(r) + ag(z)
= (af)(z) + (ag)(z)
Thus
a(f+9)=af+ag
A6. For each z in [a, b]
[(a+B)fl(x) = (a+P)f(x)
af(z) + Bf(x)
(af)(z) + (Bf)(x)
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Therefore
(a+B)f=af+8f
AT7. For each z in [a, b],
[(aB)fl(z) = aff(x) = a[Bf(z)] = [(Bf)](x)
Therefore
(ap)f = a(Bf)
A8. For each z in [a, b]

Therefore
1f=f
6. The proof is exactly the same as in Exercise 5.
9. (a) If y = 0 then
y+y=p0+p0=p5(0+0)=0£0=y
and it follows that
Y+y)+(y)=y+(-y)
y+ly+(=y)=0
y+0=0
y=0
(b) If ax = 0 and « # 0 then it follows from part (a), A7 and A8 that

1 1 1
0=—-0=—(ax)= (—a)x—lx—x
a a a

10. Axiom 6 fails to hold.

(a+B)x = ((a+ Bz, (a+ P)z2)
ax+ fx = ((a+ f)r1,0)
12. Al. 2®y=ax-y=y-z=y®x
A2, (z@y)Dz=2-y 2= (yD2)
A3. Since @ 1 =z -1 =« for all x, it follows that 1 is the zero vector.

A4. Let

L1
—3::—103::3; = —
x

It follows that

=1 (the zero vector).

8=

@ (—x)==x-

Therefore % is the additive inverse of = for the operation ®.
A5, ao(@@y) = (2@ )" = (x-y)* =2° -y
aox®a0y2$a®ya:$a.ya
A6. (a+B)ox = z0FF) = g 2P
aor@®for=a®a’ =2 2
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A7. (af) oz = 2P
ao(fox)=aocr? = () = 2P
A8 loz=z'=2z
Since all eight axioms hold, RT is a vector space under the operations
of o and .

13. The system is not a vector space. Axioms A3, A4, A5, A6 all fail to hold.

14. Axioms 6 and 7 fail to hold. To see this consider the following example. If
a=1.5,3=18and x =1, then

(a+B)ox=[33]-1=3
and
aor+fox=[15]-1+[1.8]-1=1-14+1-1=2
So Axiom 6 fails. Furthermore,
(aB)ox=[2.7]-1=2
and
ao(Box)=[15]([1.8] - 1)=1-(1-1)=1

so Axiom 7 also fails to hold.

15. If {a,}, {bn}, {cn} are arbitrary elements of S, then for each n
an, +b, =0b,+an,
and
ap + (bn + Cn) = (a'n + bn) +cn
Hence

{an} + {bn} = {bn} + {an}
{an} + ({bn} + {cn}) = ({an}t + {bn}) + {cn}

so Axioms 1 and 2 hold.
The zero vector is just the sequence {0,0,...} and the additive inverse
of {a,} is the sequence {—a,}. The last four axioms all hold since

alan + by) = aay, + ab,
(a+ Ban = aan + Bay,
afa, = oBay)

la, = ay

for each n. Thus all eight axioms hold and hence S is a vector space.

16. If
p(x)=a1 +asr+---+ a2zt o a=(a1,a0,...,a,)7
q(x) = by +box + -+ bz b= (by,bo,...,b)T
then
ap(r) = aa + aasx + - - + aa,r" !
ca = (aai,aas, ..., aa,)’
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and
(p+q)(x) = (a1 +b1)+ (a2 +b2)x + -+ -+ (@n + by)x™ !
at+b = (G1+bl,a2+b2,...an+bn)T

Thus
ap < aa and p+qg—a+b

2 | SUBSPACES

7. C"[a,b] is a nonempty subset of C[a,b]. If f € C™[a,b], then £ is contin-
uous. Any scalar multiple of a continuous function is continuous. Thus for
any scalar o, the function

(@)™ = af®

is also continuous and hence af € C"[a,b]. If f and g are vectors in C"[a, ]
then both have continuous nth derivatives and their sum will also have a
continuous nth derivative. Thus f 4+ g € C"[a, b] and therefore C™[a, b] is a
subspace of Cla, b].

8. The set S is nonempty since O € S. If B € S, then AB = BA. It follows
that for any scalar «

A(aB) = aAB = aBA = (aB)A

and hence aB € S.
If B and C are in S, then

AB = BA and AC=CA
and hence
AB+C) = AB+ AC = BA+CA= (B+C)A
Thus B + C € S and hence S is a subspace of R2*2,

9. (a) Given
1 0
= (o 1)
If B is a 2 x 2 matrix then

bll b12 bll _b12
[ —b21 —b22 ] an [ b21 _b22 ]

The matrices AB and BA will be equal if and only if b5 and be; are
both 0. The vector space of matrices that commute with A consists of
all diagonal 2 x 2 matrices.

(b) Given
(0]

(0 o0 (b O
AB_[bH bu] and BA_[b22 0]
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The matrices AB and BA will be equal if and only if b2 = 0 and
b11 = bas. The vector space of matrices that commute with A consists
of all matrices of the form

b11 0
B =
[ ba1 b1 ]

(1)

AB_[bll+b21 bl2+b22] and BA—[bH bll+bl2]

(¢) Given

b21 bao ba1  ba1 + b2

The matrices AB and BA will be equal if and only if by; = 0 and
b11 = bos. The vector space of matrices that commute with A consists
of all matrices of the form

[ bir bi2
B_[ 0 bll]

)

AB_[bll+b21 bl2+b22] and BA_[bll+bl2 bll+bl2]

(d) Given

bi1 4+ ba1 big + bao ba1 4 b2 ba1 + bo2

The matrices AB and BA will be equal if and only if byjo = bo; and
b11 = bas. The vector space of matrices that commute with A consists
of all matrices of the form
a b
=[5 o)

10. (a) The set S; is nonempty since O € S;. If B € S, then BA = O and
hence

(aB)A = «a(BA)=a0 =0
for any scalar a. Therefore, aB € S;. If B and C' are in 57, then
BA=0 and CA=0
It follows that
(B+C)A=BA+CA=0+0=0

Therefore B + C € S; and hence S is a subspace of R2*2,
(b) If B € Sy, then AB # BA. However, for the scalar 0, we have

0B=0¢ 5

Therefore S; is not a subspace. (Also, Ss is not closed under addition.)
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(¢) A matrix B isin S5 if and only if (A+ I)B = O. Clearly O is in Ss, so
S3 is nonempty. If B € S3 and « is any scalar, then

A(aB) +aB=a(AB+ B)=a0 =0
so aB € S3. If B and C' are two matrices in S3 then

AB+B=0 and AC+C =0
It follows then that
AB+C)+(B+C)=AB+AC+B+C=(AB+B)+(AC+C)=0

and hence B 4+ C € Ss. Therefore S is a subspace of R2X2,
13 (a) x € Span(xy,x2) if and only if there exist scalars ¢; and ¢z such that

C1X1 + C2X9 = X

Thus x € Span(x1,x2) if and only if the system Xc = x is consistent.
To determine whether or not the system is consistent we can compute
the row echelon form of the augmented matrix (X |x).

-1 3 2 1 -3 —2
2 4 6] — |0 1 1
3 2 6 0 0 1

The system is inconsistent and therefore x ¢ Span(x1, x2).

-1 3 -9 1 -3 —2
2 4 21 —=10 1 —2

3 2 ) 0 0 0

The system is consistent and therefore y € Span(xy, x2).

14. (a) Since the vectors x1, Xa, ..., X span V, any vector v in V' can be written
as a linear combination v = ¢1xX7 +coXo + - - - + ¢ X If we add a vector
Xk41 to our spanning set, then we can write v as a letter combination
of the vectors in this augmented set since

V =C1X] + CXo + -+ Cp X + OVk+1

So the new set of k£ + 1 vectors will still be a spanning set.
(b) If one of the vectors, say xy, is deleted from the set then we may or
may not end up with a spanning set. It depends on whether xj is in

Span(xi, X, ..., Xg—1). If x} & Span(xi,Xo,...,Xp—1), then {x1,Xa,...,Xx_1}
cannot be a spanning set. On the other hand if x; € Span(x1, X2, ..., Xk—1),
then

Span(x1,X2, ..., Xx) = Span(x1, Xa, ..., Xx—1)

and hence the k — 1 vectors will span the entire vector space.
15. If A = (a;;) is any element of R?*?, then

0 0 a 0 0 0 0
A = ari 12
[ o o) Lo o )T an Lo ax

o
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= a11F11 + a12E12 + ag1 B + asa oo

17. If {an} € So, then a, — 0 as n — oco. If « is any scalar, then aa, — 0 as
n — oo and hence {aa,} € So. If {b,} is also an element of Sy, then b,, — 0
as n — oo and it follows that

lim (ap, +b,) = lim a, + lim b, =040=0
Therefore {a, + b,} € Sp, and it follows that Sy is a subspace of S.

18. Let S # {0} be a subspace of R! and let a be an arbitrary element of R*.
If s is a nonzero element of S, then we can define a scalar « to be the real
number a/s. Since S is a subspace it follows that

a
as=-s=a
s
is an element of S. Therefore S = R!.

19. (a) implies (b).

If N(A) = {0}, then Ax = 0 has only the trivial solution x = 0. By Theorem
1.5.2, A must be nonsingular.
(b) implies (c).

If A is nonsingular then Ax = b if and only if x = A='b. Thus A~!b is the
unique solution to Ax = b.
(c) implies (a).

If the equation Ax = b has a unique solution for each b, then in particular
for b = 0 the solution x = 0 must be unique. Therefore N(A) = {0}.

20. The set UNV is nonempty since it contains the zero vector. Let a be a scalar
and let x and y be elements of U N'V. The vectors x and y are elements of
both U and V. Since U and V are subspaces it follows that

ax €U and x+yeU
ax €V and x+yeV

Hence
axeUNV and x+yeUNV

and therefore U NV is a subspace of W.
21. SUT is not a subspace of R2.

SUT ={(s,t)T |s=0o0rt=0}

The vectors e; and ey are both in SUT, however, e; +es ¢ SUT.

22. Ifze U+ V, then z=u+ v where u € U and v € V. Since U and V are
subspaces it follows that

auelU and aveV

for all scalars a. Thus
az = au+ av
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is an element of U + V. If z; and z5 are elements of U + V, then
Z1 =u; +Vvi and Zo = U2 + V2

where uy,uy € U and vi,vy € V. Since U and V are subspaces it follows
that

wmt+welU and vi+veeV
Thus

71+ 20 = (U1+V1)—|— (UQ+V2) = (U1+UQ) —|—(V1 —|—V2)

is an element of U + V. Therefore U + V is a subspace of W.

23. (a) The distributive law does not work in general. For a counterexample,
consider the vector space R2. If we set y = e; + ey and let

S = Span(e;), T = Span(ez), U = Span(y)
then
T+U=R? SNT={0}, SNnU={0}
and hence
SN(T+U) = SNR?* =8
(SNT)+ (SnU) = {0} + {0} = {0}

(b) This distributive law also does not work in general. For a counterexam-
ple we can use the same subspaces S, T, and U of R? that were used in
part (a). Since

TNU={0} and S+U=R?
it follows that

S+(TnU)=5+{0}=S5
(S+T)N(S+U) = R*NR?* =R?

3 | LINEAR INDEPENDENCE

5. (a) If xx41 € Span(xiy,Xs,...,Xx), then the new set of vectors will be lin-
early dependent. To see this suppose that

Xk+1 = C1X1 + C2X9 + -+ CrXL
If we set cx41 = —1, then
Cc1X1 + X + -+ CpXp + Crp1Xpr1 = 0

with at least one of the coeflicients, namely ci11, being nonzero.
On the other hand if xx41 & Span(x1,Xa,...,X;) and

Cc1X1 + CaXo + -+ CpXp + Crp1Xpr1 = 0
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then cgy1 = 0 (otherwise we could solve for xiy1 in terms of the other
vectors). But then

c1X1 +coXo+ -+ X =0

and it follows from the independence of x1, ..., x; that all of the ¢; co-
efficients are zero and hence that x1, ..., Xg41 are linearly independent.
Thus if x4, . . ., X are linearly independent and we add a vector xx41 to
the collection, then the new set of vectors will be linearly independent
if and only if xx41 & Span(x1,xXa,...,Xk)

(b) Suppose that x;,xa,...,X) are linearly independent. To test whether
or not xj,Xs,...,X;—1 are linearly independent consider the equation

(1) C1X1 + C2X9 + -4 Ck—1Xk—1 — 0
If ¢1, ¢, .. ., ck—1 work in equation (1), then

C1X1 + CoXg + - -+ cp_1Xp—1 + 0x, =0

and it follows from the independence of x1,...,x; that
01202:"':@@71:0
and hence X1, ...,X;—1 must be linearly independent.

6. To test for linear independence we start with the equation

(2) c1yy + c2ys +c3y; =0

and try to determine if the scalars c¢1, c2, c3 must all be 0. We can rewrite
equation (2) as

Cl(Xl + XQ) + CQ(XQ + Xg) + Cg(Xg + Xl) =0
Rearranging terms
(3) (c1+c3)x1 + (1 +c2)x2+ (c2+¢3)x3 =0

Since x1, X2, X3 are linearly independent, the coefficients in equation (3)
must all be 0. Thus we have

cp+c3 =0
ct+c =0
co+c3 =0

Since the only solution to this system is ¢; = c; = ¢35 = 0, it follows that the
vectors y;, ¥, ¥3 are linearly independent.

7. If c1y; + c2ys + c3ys = 0 then
Cl(XQ — Xl) + CQ(Xg — XQ) + Cg(Xg — Xl) =0
Rearranging terms

(4) (—Cl — Cg)Xl + (Cl — CQ)XQ + (02 + Cg)Xg =0
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Since x1, X2, X3 are linearly independent, the coefficients in equation (4)
must all be 0. Thus we have the linear system
—C1 — C3 = 0
Cl — Cy = 0
co+c3 =0

To solve we reduce to row echelon form

-1 0 =110 10 110
1 -1 00 —]1]0 1 1|0
0 1 110 0 0 0|0

Since the row echelon form involves free variables there will be nontrivial
solutions. Since there are nontrivial linear combinations of y;, y,, y5 that
equal 0, the vectors must be linearly dependent.

9. (a) W(cosmz,sinmz) = 7. Since the Wronskian is not identically zero the

vectors are linearly independent.
(b) W(x,e*, e?®) =2(x—1)e3* #0
—8x3
2 2 2y _
(d) To see that 2® and |z|> are linearly independent suppose

clx3—|—02|x|350

n [—1,1]. Setting x =1 and = = —1 we get
c1+c2 =0
—c1+c2 =0

The only solution to this system is ¢; = ¢z = 0. Thus 2® and |z|? are
linearly independent.

10. The vectors are linearly dependent since

cosz—1+42sin?= =0

on [—m, 7.
12. (a) If
c1(2x) + calx| =0
for all z in [—1, 1], then in particular we have
—2c1+cp =0 (x=-1)
2c1+co =0 (x=1)
and hence ¢; = ¢o = 0. Therefore 22 and |z| are linearly independent in
C[-1,1].
(b) For all z in [0, 1]
1-22+ (=2)]z| =0

Therefore 2z and |z| are linearly dependent in C[0, 1].
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13. Let vq,...,v, be vectors in a vector space V. If one of the vectors, say vy,
is the zero vector then set
c=1, co=c3=---=¢, =0
Since
c1vi+covo+ - 4+c, vy, =0
and ¢; # 0, it follows that vy, ..., v, are linearly dependent.
14. If vi = avs, then
lvi —avy =0
and hence vy, vs are linearly dependent. Conversely, if vi, vo are linearly
dependent, then there exists scalars ¢, co, not both zero, such that

c1vi +cave =0

If say ¢ # 0, then

C2
V] = —— Vg
C1
15. Let vy, Vve,..., Vv, be alinearly independent set of vectors and suppose there
is a subset, say vy, ..., vy of linearly dependent vectors. This would imply
that there exist scalars ¢y, co, ..., ¢k, not all zero, such that

c1vi+cave+ -+ v =0

but then

cavi+ - +epve+0vipyr +---4+0v, =0
This contradicts the original assumption that vy, v, ..., v, are linearly in-
dependent.

16. If x € N(A) then Ax = 0. Partitioning A into columns and x into rows and
performing the block multiplication, we get

r1a] + T2a9, -+ xTpa, =0
Since aj, aq, . .., a, are linearly independent it follows that
1 =To=-+=x, =0
Therefore x = 0 and hence N(A) = {0}.
17. If
c1y; +cy, +---+cepy, =0
then
C1AX] + o Axo + -+ cpAx, = 0
Alerxy + coxo + -+ cpxi) = 0
Since A is nonsingular it follows that
c1X1 +coxXo+ -+ X =0
and since X1, ..., Xy are linearly independent it follows that

cio=cp=---=¢,=0
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Therefore y;,¥ys,...,¥, are linearly independent.

18. Let YV = (y1,¥2,¥3) and X = (x1,X2,X3). Since y,, ¥,, ¥3 are linearly
independent the only solution to Yc = 0 is ¢ = 0 and hence the matrix YV
must be nonsingular.

Y = (Axy, Axg, Ax3) = AX
So
det(A) det(X) = det(AX) =det(Y) #0
Therefore det(A) # 0 and hence A is nonsingular. We have then that
x1=A"yy, xo= ATy, x3 =AYy,

Since y,, ¥4, y5 are linearly independent and A~ is nonsingular, we can use
the result from Exercise 17 to conclude that x;, x5, x3 must be nonsingular.

19. Since vq,...,v, span V we can write
V=cVi+cove+---+c, vy
If we set ¢,41 = —1 then ¢,41 # 0 and
v+ -+cpvp Feppiv=20

Thus vy, ..., v,, v are linearly dependent.
20. If {vsy,...,v,} were a spanning set for V' then we could write

Vi =cC2Va+ -+ cnVp
Setting ¢; = —1, we would have
c1vi+cave+ -+, vy, =0

which would contradict the linear independence of vi,va, ..., v,.

4 | BASIS AND DIMENSION

3. (a) Since

2 4
’ R
it follows that x; and x5 are linearly independent and hence form a
basis for R2.
(b) It follows from Theorem 3.4.1 that any set of more than two vectors in
R? must be linearly dependent.

5. (a) Since
2 3 2
1 -1 6 =0
3 4 4

it follows that x;, X2, x3 are linearly dependent.

STUDENTS-HUB.co r.Flopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ lelb ad e d By

. anonymous



58 Chapter 3

(b) If ¢1x1 4 coxe = 0, then
2c1 + 3¢ =

Cl — Cy =
3c1+4c = 0

and the only solution to this system is ¢; = ¢ = 0. Therefore x; and
X9 are linearly independent.
8 (a) Since the dimension of R3 is 3, it takes at least three vectors to span
R3. Therefore x; and x5 cannot possibly span R3.
(b) The matrix X must be nonsingular or satisfy an equivalent condition
such as det(X) # 0.
(c) If x3 = (a,b,¢)T and X = (x;, X2, x3) then

1 3 a
det(X)=|1 -1 b |=5a—b—4c
1 4 c
If one chooses a, b, and ¢ so that
504 —b—4c #0

then {x1,x2,x3} will be a basis for R3.

9. (a) If a; and ay are linearly independent then they span a 2-dimensional
subspace of R3. A 2-dimensional subspace of R? corresponds to a plane
through the origin in 3-space.

(b) If b = Ax then

b= riai + roa2
so b is in Span(a;, as) and hence the dimension of Span(a;, ag, b) is 2.

10. We must find a subset of three vectors that are linearly independent. Clearly
x; and x5 are linearly independent, but

X3 = X2 — X1

SO X1, X2, X3 are linearly dependent. Consider next the vectors x1, x2, X4.
If X = (x1,X2,%4) then

1 2 2
det(X)=|2 5 7/]=0
2 4 4

so these three vectors are also linearly dependent. Finally if use x5 and form
the matrix X = (x1, X2, X5) then

1 2 1
det(X)=|2 5 1[=-2
2 4 0

so the vectors x1, X2, X5 are linearly independent and hence form a basis for
R3.
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16. dimU = 2. The set {e1,es} is a basis for U.
dimV = 2. The set {ez, e3} is a basis for V.
dimU NV = 1. The set {e2} is a basis for UN V.
dimU 4+ V = 3. The set {e1, ez, e3} is a basis for U + V.

17. Let {u;,us} be a basis for U and {v1,va} be a basis for V. It follows from
Theorem 3.4.1 that uy, us, vy, ve are linearly dependent. Thus there exist
scalars c1, ca, c3, ¢4 not all zero such that

ciuy + coug + c3vy +c4ve =0
Let
X = C1U] + CaUy = —C3V] — C4V2
The vector x is an element of U N'V. We claim x # 0, for if x = 0, then
ciu] + caug = 0= —C3V] — C4V2

and by the linear independence of u; and us and the linear independence of
vy and vy we would have

cpo=ca=c3=c4=0

contradicting the definition of the ¢;’s.

18. Let U and V be subspaces of R™ with the property that U NV = {0}.
If either U = {0} or V = {0} the result is obvious, so assume that both
subspaces are nontrivial with dimU = k£ > 0 and dimV = r > 0. Let
{uy,...,u;} be a basis for U and let {vy,...,v,} be a basis for V. The
vectors uy, ..., U, Vi, ..., vV, span U + V. We claim that these vectors form
a basis for U + V and hence that dimU + dimV = k + r. To show this we
must show that the vectors are linearly independent. Thus we must show

that if
(1) ciug + -+ g +cgavi + o+ Cgr v, = 0
then ¢; = co = = cpyr = 0. If we set
u=cu +- -+ cpug and V = Ckt1V1 + -+ ChprVr

then equation (1) becomes
u+v=0

This implies u = —v and hence that both u and v are in both in UNV = {0}.
Thus we have

u=cu +---+cu,=0

V = Cyy1V1+ -+ Chyrvr =0

So, by the independence of uy, ..., u; and the independence of vy, ..., v, it
follows that

c1=C=++=Cpgr =0
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5 | CHANGE OF BASIS

The answers to exercises 1 — 10 of this section are given in the textbook.

11. The transition matrix from E to F is U™'V. To compute U~V note that
UNU | V)= |UV)

and hence (I | U~'V) and (U | V) are row equivalent. Thus (I | U71V) is
the reduced row echelon form of (U | V).

6 | ROW SPACE AND COLUMN SPACE

1. (a) The reduced row echelon form of the matrix is

1 0 2
010
0 00

Thus (1, 0, 2)and (0, 1, 0) form a basis for the row space. The first
and second columns of the original matrix form a basis for the column
space:

a;=(1, 2, 97 and ay=(3, 1, )T
The reduced row echelon form involves one free variable and hence the
null space will have dimension 1. Setting x3 = 1, we get 1 = —2 and
29 = 0. Thus (=2, 0, 1)7 is a basis for the null space.
(b) The reduced row echelon form of the matrix is

1 0 0 —10/7
0o 1 0 —2/7
0 0 1 0
Clearly then, the set
{(15 Oa Oa _10/7)5 (Oa 15 Oa _2/7)5 (Oa Oa 15 O)}

is a basis for the row space. Since the reduced row echelon form of the
matrix involves one free variable the null space will have dimension 1.
Setting the free variable x4 =1 we get

$1:10/7, $2:2/7, .Ig:O
Thus {(10/7, 2/7, 0, 1)T} is a basis for the null space. The dimension
of the column space equals the rank of the matrix which is 3. Thus the
column space must be R® and we can take as our basis the standard
basis {e1, ez, e3}.
(¢) The reduced row echelon form of the matrix is
1 0 0 —0.65

0 1 0 1.05
0 0 1 0.75
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The set {(1, 0, 0, —0.65), (0, 1, 0, 1.05), (0, 0, 1, 0, 0.75)} is a basis
for the row space. The set {(0.65, —1.05, —0.75, 1)T} is a basis for
the null space. As in part (b) the column space is R? and we can take
{e1,e2,e3} as our basis.

3 (b) The reduced row echelon form of A is given by

1 2 0 5 -3 0
U=1]0 0 1 -1 2 0
0 0 0 0 0 1
The lead variables correspond to columns 1, 3, and 6. Thus a;, as, ag form

a basis for the column space of A. The remaining column vectors satisfy the
following dependency relationships.

as = 281
as, = ba; —ag
as — —381 + 283

4. (c) consistent, (d) inconsistent, (f) consistent

6. There will be exactly one solution. The condition that b is in the column
space of A guarantees that the system is consistent. If the column vectors
are linearly independent, then there is at most one solution. Thus the two
conditions together imply exactly one solution.

7. Ais 6 x n with rank r and b € RS.

(a) If n = 7 and r = 5 then A has only 5 linearly independent column
vectors, so the 7 column vectors must be linearly dependent. The column
space of A is a proper subspace of RS. If b is not in the column space,
then the system is inconsistent. If b is in the column space then the
system will be consistent and the reduced row echelon form of the matrix
will involve 2 free variables. A consistent system involving free variables
will have infinitely many solutions.

(b) If n = 7 and r = 6 then A has 6 linearly independent column vectors
and hence then column vectors will span R®. Since the column vectors
span RS the systems Ax = b will be consistent for any choice of b. In
this case the reduced row echelon form of the matrix will involve 1 free
variable, so the system will have infinitely many solutions.

(¢) If n =5 and r = 5 then the 5 column vectors of A will be linearly inde-
pendent but they will not span R®. If b is not in the column space, then
the system is inconsistent. If b is in the column space then the system
will be consistent and since the column vectors are linearly independent
the system will have exactly 1 solution.

(d) f n =5 and r = 4 then the 5 column vectors of A will be linearly
dependent and they will not span RS. If b is not in the column space,
then the system is inconsistent. If b is in the column space then the
system will be consistent and the reduced row echelon form of the matrix
will involve 1 free variable. In this case the system will have infinitely
many solutions.
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8. (a) Since N(A) = {0}
Ax =zia; + - -+z2,a, =0

has only the trivial solution x = 0, and hence ay,...,a, are linearly
independent. The column vectors cannot span R™ since there are only
n vectors and n < m.

(b) If bisnot in the column space of A, then the system must be inconsistent
and hence there will be no solutions. If b is in the column space of A,
then the system will be consistent, so there will be at least one solution.
By part (a), the column vectors are linearly independent, so there cannot
be more than one solution. Thus, if b is in the column space of A, then
the system will have exactly one solution.

9. Both matrices have 5 columns, so by the Rank-Nullity Theorem the rank
and nullity must add up to 5 for both matrices. Since the nullity of A is 2,
its rank must be 3. Since the rank of B is 4, its nullity must be 1.

10. If A is an m X n matrix with rank n, then N(A) must be {0}. So if Ac = Ad
then A(c —d) = 0 and hence ¢ — d is in N(A) = {0}. So ¢ and d must
be equal. If the rank of A is less than n, then A will have a nontrivial null
space. So if z is a nonzero vector in N(A) and d = ¢ + z, then

Ad=A(c+2z)=Ac+ Az = Ac+0 = Ac

and d # c.

11. If A is an m X n matrix, then the dimension of the rowspace of A cannot
exceed m, and the dimension of the column space cannot exceed n. The
dimension of the rowspace and the dimension of the column space are both
equal to the rank of A. Therefore

rank(A) < min(m,n)

12. (a) If A and B are row equivalent, then they have the same row space and
consequently the same rank. Since the dimension of the column space
equals the rank it follows that the two column spaces will have the same
dimension.

(b) If A and B are row equivalent, then they will have the same row space,
however, their column spaces are in general not the same. For example

if
1 0 0 0
s (10) e e (00)
then A and B are row equivalent but the column space of A is equal to
Span(e;) while the column space of B is Span(ez).

13. The vector xg = (1,2,1)7 is a solution to Ax = b since
AXO = 181 —+ 282 —+ 183 = b

If z is any vector in N(A) and y = x + z then y is a solution to the system
since

Ay =A(x+2)=Ax+Az=b+0=Db
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Note also that if y is any solution to the system Ax = b and z = y — xg
then

Az =Aly —x9) =Ay —Axo=b—-b =0

soy = %o+ 2z and z € N(A). Since z; and z form a basis for N(A) the
solution set must consist of all vectors of the form

1 1 1
y=xo+c1z1+czo= |2 |+ | 1| +c 0
1 2 -1

14. The column vectors of A and U satisfy the same dependency relations. By
inspection one can see that

us = 2u; + uy and w = uj +4usy

Therefore
—6 4 -2
10 -3 7
ag=larta=| 1+ =]
2 -1 1

and

-3 16 13
5 —12 -7
ar=artda = o+ o5 [ =] 30
1 —4 -3

15. (a) A vector x will be in the N(A) if and only if Ux = 0. This latter system
involves two free variables x3 and x5 If we set x3 = ¢; and x5 = c3 we
can solve for lead variables

xry = —201 + c2
i) —301 + 202
Ty = —bey

Thus N(A) consists of all vectors of the form

—201 + co —2 1

—301 + 202 3 2

zZ = c1 =c 1| 4+co 0
—5¢2 0 )

Co 0 1

(b) (i) The solution set to Ax = b consists of all vectors x = x¢ + z where
z € N(A). Thus the solution set will consist of all vectors of the form

3 —2 1
2 3 2
x=\]|0]| +c 1] +c 0
2 0 -5
0 0 1
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(ii) Since xg is a solution to Ax = b, we have
b= AXO = 331 + 232 - 2a4

and hence
2

1
-3
—4
To determine the remaining two columns of A we note that for the
matrix U the column vectors satisfy

1
ay = 5(331 +232 —b) =

us3 = 2111 —|—3u2
u; = —1lu; —2us + duy

Since the column vectors of A satisfy the same dependency relations as
those of U, we have

ag = 231 + 3a2

ag = —1a1 — 232 + 5a4

and it is now a straight forward calculation to determine as and as.
16. If A is 5 x 8 with rank 5, then the column space of A will be R?. So by the
Consistency Theorem, the system Ax = b will be consistent for any b in
R5. Since A has 8 columns, its reduced row echelon form will involve 3 free
variables. A consistent system with free variables must have infinitely many
solutions.
17. If U is the reduced row echelon form of A then the given conditions imply
that

u; = e, Uz =€z, U3 = u; +2uz, Uy =e3, us = 2u; — Uz +3uy

Therefore
1 0 1 0
0o 1 2 0 -1
U= 0 0 0 1
0 0 0 0 O
18. (a) Since A is 5 x 3 with rank 3, its nullity is 0. Therefore N(A) = {0}.
(b) If
c1y; + 2y, +c3y3 =0
then

Clel + CQAXQ + CgAXg =0
A(clxl + CcoXo + Cng) =0

and it follows that ¢1x; 4 coxa + c3x3 is in N(A). However, we know
from part (a) that N(A) = {0}. Therefore

C1X1 + coXo +c3x3 =0
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Since x1, X2, x3 are linearly independent it follows that ¢y = co = c3 =0
and hence y,, y,, y3 are linearly independent.

(c) Since dimR® = 5 it takes 5 linearly independent vectors to span the
vector space. The vectors y,, ¥,, ¥3 do not span R®> and hence cannot
form a basis for R®.

19. Given A is m x n with rank n and y = Ax where x # 0. If y = 0 then
r1a) +xag + -+ xTpa, = 0

But this would imply that the columns vectors of A are linearly dependent.
Since A has rank n we know that its column vectors must be linearly inde-
pendent. Therefore y cannot be equal to O.

20. If the system Ax = b is consistent, then b is in the column space of A.
Therefore the column space of (A | b) will equal the column space of A.
Since the rank of a matrix is equal to the dimension of the column space it
follows that the rank of (A | b) equals the rank of A.

Conversely if (A | b) and A have the same rank, then b must be in the
column space of A. If b were not in the column space of A, then the rank of
(A| b) would equal rank(A4) + 1.

21. Let col(A), col(B), col(A+ B) denote the column spaces of A, B, and A+ B

and let
S = Span(al, az,...,an, bl, b2, caey bn)

If rank(A) = r and rank(B) = k, then A has r linearly independent column
vectors that form a basis for its column space and B has k linearly inde-
pendent column vectors that form a basis for its column space. If we union
these two sets of basis vectors we will end up with a set of at most k + r
vectors that will span S. So dim(S) < k + r. Every column vector of A+ B
is in S, so the column space of A + B is a subspace of S and hence

rank(A 4+ B) < dim S < r + k = rank(A) + rank(B)
22. (a) If x € N(A), then
BAx=B0=0
and hence x € N(BA). Thus N(A) is a subspace of N(BA). On the
other hand, if x € N(BA), then
B(Ax) = BAx =0

and hence Ax € N(B). But N(B) = {0} since B is nonsingular. There-
fore Ax = 0 and hence x € N(A). Thus BA and A have the same null
space. It follows from the Rank-Nullity Theorem that

rank(A) = n— dim N(A)
= n—dim N(BA)
= rank(BA)
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(b) By part (a), left multiplication by a nonsingular matrix does not alter
the rank. Thus

rank(A) = rank(AT) = rank(CT AT)
= rank((AC)T)
= rank(AC)

23. Corollary 3.6.4. An n xn matrix A is nonsingular if and only if the column
vectors of A form a basis for R"™.
Proof: It follows from Theorem 3.6.3 that the column vectors of A form a
basis for R™ if and only if for each b € R™ the system Ax = b has a unique
solution. We claim Ax = b has a unique solution for each b € R™ if and
only if A is nonsingular. If A is nonsingular then x = A~!'b is the unique
solution to Ax = b. Conversely, if for each b € R", Ax = b has a unique
solution, then x = 0 is the only solution to Ax = 0. Thus it follows from
Theorem 1.5.2 that A is nonsingular.

24. If N(A— B) =R" then the nullity of A — B is n and consequently the rank
of A — B must be 0. Therefore

A-B =0
A =B
25. (a) The column space of B will be a subspace of N(A) if and only if
Ab; =0 for j=1,...,n
However, the jth column of AB is
ABe; = Abj, ji=1,....n

Thus the column space of B will be a subspace of N(A) if and only if
all the column vectors of AB are 0 or equivalently AB = O.

(b) Suppose that A has rank r and B has rank k£ and AB = O. By part (a)
the column space of B is a subspace of N(A). Since N(A) has dimension
n — r, it follows that the dimension of the column space of B must be
less than or equal to n — r. Therefore

rank(A) + rank(B) =r +k <r+(n—r)=n

26. Let x¢ be a particular solution to Ax = b. If y = x¢ + z, where z € N(A),
then
Ay =Axg+Az=b+0=D
and hence y is also a solution.
Conversely, if xg and y are both solutions to Ax = b and z =y — xq,
then
Az =Ay —Axg=b—-b =0

and hence z € N(A).
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27. (a) Since

T

T Ty
T

T T2 T T2y
T

Tm TmyY

the rows of A are all multiples of y7. Thus {y”} is a basis for the row
space of A. Since

A=xy" = x(y1, 2., Yn)
= (11X, 92X, ..., YnX)

it follows that the columns of A are all multiples of x and hence {x} is
a basis for the column space of A.
(b) Since A has rank 1, the nullity of A isn — 1.

28. (a) If ¢ is a vector in the column space of C, then
c= ABx

for some x € R". Let y = Bx. Since ¢ = Ay, it follows that c is in the
column space of A and hence the column space of C' is a subspace of
the column space of A.

(b) If ¢ is a row vector of C, then c is in the column space of CT. But
CT = BTAT. Thus, by part (a), ¢ must be in the column space of BT
and hence ¢’ must be in the row space of B.

(¢) It follows from part (a) that rank(C) < rank(A) and it follows from
part (b) that rank(C') < rank(B). Therefore

rank(C) < min(rank(A), rank(B))

29 (a) In general a matrix F will have linearly independent column vectors if
and only if Ex = 0 has only the trivial solution x = 0. To show that
C has linearly independent column vectors we will show that Cx # 0
for all x # 0 and hence that Cx = 0 has only the trivial solution. Let
x be any nonzero vector in R” and let y = Bx. Since B has linearly
independent column vectors it follows that y # 0. Similarly since A has
linearly independent column vectors, Ay # 0. Thus

Cx=ABx=Ay #0

(b) If A and B both have linearly independent row vectors, then B” and
AT both have linearly independent column vectors. Since CT = BTAT
it follows from part (a) that the column vectors of CT are linearly inde-
pendent, and hence the row vectors of C' must be linearly independent.

30. (a) If the column vectors of B are linearly dependent then Bx = 0 for some
nonzero vector x € R”. Thus

Cx=ABx=A40=0

and hence the column vectors of C' must be linearly dependent.
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31.

33.

34.

35.

36.
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(b) If the row vectors of A are linearly dependent then the column vectors
of AT must be linearly dependent. Since CT = BT AT, it follows from
part (a) that the column vectors of CT must be linearly dependent. If
the column vectors of CT are linearly dependent, then the row vectors
of C' must be linearly dependent.

(a) Let C denote the right inverse of A and let b € R™. If we set x = Cb
then

Ax=ACb=1,b=Db
Thus if A has a right inverse then Ax = b will be consistent for each
b € R™ and consequently the column vectors of A will span R™.

(b) No set of less than m vectors can span R™. Thus if n < m, then the
column vectors of A cannot span R™ and consequently A cannot have
a right inverse. If n > m then a right inverse is possible.

Let B be an n x m matrix. Since
DB =1,
if and only if
BTDT =1 =1,
it foll;)ws that D is a left inverse for B if and only if D? is a right inverse
for B*.

If the column vectors of B are linearly independent, then the row vectors
of BT are linearly independent. Thus BT has rank m and consequently the
column space of BT is R™. By Exercise 32, BT has a right inverse and
consequently B must have a left inverse.

Let B be an n x m matrix. If B has a left inverse, then BT has a right
inverse. It follows from Exercise 31 that the column vectors of BT span R™.
Thus the rank of B is m. The rank of B must also be m and consequently
the column vectors of B must be linearly independent.

Let dy, Us, . .., Uy be the nonzero row vectors of U. If

ciuy + colg + - - - + Uy, = OT
then we claim

cr=cp=--=c¢c; =0
This is true since the leading nonzero entry in u; is the only nonzero entry in
its column. Let us refer to the column containing the leading nonzero entry
of u; as j(i). Thus if
y' =ecitiy + cptiy + -+ 4 iy = 07

then

Ozyj(i):Ci, ’L:L,k
and it follows that the nonzero row vectors of U are linearly independent.
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MATLAB EXERCISES

1. (a) The column vectors of U will be linearly independent if and only if the
rank of U is 4.
(d) The matrices S and T should be inverses.

2. (a) Since

r = dim of row space < m

and

r = dim of column space < n

it follows that
r < min(m, n)

(c) All the rows of A are multiples of y© and all of the columns of A are
multiples of x. Thus the rank of A is 1.

(d) Since X and YT were generated randomly, both should have rank 2 and
consequently we would expect that their product should also have rank
2.

3. (a) The column space of C is a subspace of the column space of B. Thus
A and B must have the same column space and hence the same rank.
Therefore we would expect the rank of A to be 4.

(b) The first four columns of A should be linearly independent and hence
should form a basis for the column space of A. The first four columns
of the reduced row echelon form of A should be the same as the first
four columns of the 8 x 8 identity matrix. Since the rank is 4, the last
four rows should consist entirely of 0’s.

(¢) If U is the reduced row echelon form of B, then U = M B where M is
a product of elementary matrices. If B is an n X n matrix of rank n,
then U = I and M = B~!. In this case it follows that the reduced row
echelon form of (B BX) will be

B™YB BX)=(I X)
If B is m x n of rank n and n < m, then its reduced row echelon form

is given by
o= ()

It follows that the reduced row echelon form of (B BX) will be

MB(I X)_[é](l X)_[é g]

4. (d) The vectors Cy and b + cu are equal since
Cy=(A+uvl)y=Ay +cu=b+cu
The vectors Cz and (1 + d)u are equal since

Cz=(A+uvl)z = Az +du=u+du
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It follows that
Cx=C(y—ez)=b+cu—e(l+du=>b
The rank one update method will fail if d = —1. In this case
Cz=(14+du=0

Since z is nonzero, the matrix C' must be singular.

CHAPTER TEST A

1. The statement is true. If S is a subspace of a vector space V, then it is
nonempty and it is closed under the operations of V. To show that S, with
the operations of addition and scalar multiplication from V', forms a vector
space we must show that the eight vector space axioms are satisfied. Since
S is closed under scalar multiplication, it follows from Theorem 3.1.1 that
if x is any vector in .S, then 0 = 0x is a vector in S and —1x is the additive
inverse of x. So axioms A3 and A4 are satisfied. The remaining six axioms
hold for all vectors in V' and hence hold for all vectors in S. Thus S is a
vector space.

2. The statement is false. The elements of R? are 3 x 1 matrices. Vectors that
are in R? cannot be in vectors in R? since they are only 2 x 1 matrices.

3. The statement is false. A two dimensional subspace of R corresponds to

a plane through the origin in 3-space. If S and T are two different two

dimensional subspaces of R? then both correspond to planes through the

origin and their intersection must correspond to a line through the origin.

Thus the intersection cannot consist of just the zero vector.

The statement is false in general. See the solution to Exercise 21 of Section 2.

The statement is true. See the solution to Exercise 20 of Section 2.

The statement is true. See Theorem 3.4.3.

NS ok

The statement is false in general. If x;1, X2, ...,x, span a vector space V of
dimension k£ < n, then they will be linearly dependent since there are more
vectors than the dimension of the vector space. For example,

o (2w (9o 1)

are vectors that span R2, but are not linearly independent. Since the di-
mension of R? is 2, any set of more than 2 vectors in R? must be linearly
dependent.

8. The statement is true. If

Span(x1,X2, ..., X)) = Span(X1, Xa, . . ., Xx—1)
then x; must be in Span(x1,Xa,...,Xk—1). S0 X can be written as a linear
combination of x1,Xg,...,X;—1 and hence there is a dependency relation

among the vectors. Specifically if

Xk = C1X1 + CoXo + -+ + Cp—1Xk—1
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then we have the dependency relation
C1X] +CoXo + -+ + Cp—1Xf—1 — 1Xk =0

9. The statement is true. The rank of A is the dimension of the row space of A.
The rank of A7 is the dimension of the row space of A”. The independent
rows of AT correspond to the independent columns of A. So the rank of
AT equals the dimension of the column space of A. But the row space and
column space of A have the same dimension (Theorem 3.6.5). So A and AT
must have the same rank.

10. If m # n then the statement is false since
dimN(A)=n-—r and dim N(AT) =m —r
where r is the rank of A.

11. The statement is true. U is row equivalent to A, so the two matrices must
have the same rowspace. In general when you do elementary row operations
to a matrix you do not change its rowspace.

12. False. If you do row operations you usually change the column space. For
example, let
11 10
0 1 ] , U= [ 0 1 ]
0 1 0 0

U is the reduced row echelon form of A and as is not in the column space
of U, so the matrices must have different column spaces.

13. The statement is true. If

A:

(1) C1X1 + -4 CrXf —+ Ck+1Xk+1 = 0
then since xx41 is not in Span(xy,...,Xx), the scalar ¢x41 must equal 0,
otherwise we could solve for xj1 as a linear combination of x1,xs, ..., Xg.

So equation (1) simplifies to

01X1—|—"'+Cka:0

and the linear independence of x3, ..., x; implies that
co=cp=---=c¢c, =0
So all of the scalars c¢1,co, ..., cx+1 must be 0 and hence x1, ..., Xk, Xk41

must be linearly independent.
14. False. To determine the transition matrix, let x be any vector in R2. If

X = ciu; + coUg = d1vydavy = e1W1 + eaWo

then since X is the transition matrix corresponding to the change of basis
from {u;,uz} to {vi,ve} and Y is the transition matrix corresponding to
the change of basis from {vi, wa} to {vy, va}, we have

d=Xc and e=Yd

It follows that
e=Yd=Y(Xc)=(YX)c
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and hence Y X is the transition matrix for the change of basis from {uy, uz}
to {w1,ws}. In general YX is not equal to XY, so if X and Y do not
commute, then Z = XY will not be the desired transition matrix.

15. False. It is possible for A2 and B? to differ in rank even though A and B
have the same rank. For example if

1 1 0 1
a=(i1) = (000)
then both matrices have rank 1, however A2 and B? differ in rank.
2 2 0 0
2 2 _
w-33) - 00)
In this case rank(A?) = 1 and rank(B?) = 0.

CHAPTER TEST B

1. The vectors are linearly dependent since

0x1 4+ 0xo + 1x3 = 0x; + 0x2 +10 =0

2. (a) S consists of all vectors of the form
)
X =
a
—a —b
() ()

are arbitrary vectors in S7 and c is any scalar then

cx = [—ca] €5

so if

ca

v () ()= (7Y s

Since 57 is nonempty and closed under the operations of scalar multi-
plication and vector addition, it follow that S is a subspace of R2.
(b) Ss is not a subspace of R? since it is not closed under addition. The

vectors
1 0
X = [ 0 ] and y= [ 1 ]

are both in S5, however,
(1)
X+y= 1

and

is not in Ss.
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3. (a)
1 3 1 3 410 13 0 2 30
0 01 1 1]0 . 0 01 11]0
0 022 2|0 0 000 O0fO0
0 03 3 3|0 0 000 O0fO0

The free variables are zo, x4, and x5. If we set zo = a, 4 = b, and
T5 = ¢, then

r1 = —3a—2b—3c and r3=—-b—c

Thus N(A) consists of all vectors of the form

—3a — 2b— 3¢ -3 —2 -3
a 1 0 0
X= —-b—c =a O +b| -1 +c | —1
b 0 1 0
c 0 0 1
The vectors
-3 -2 -3
1 0 0
X1 = 0 y X9 = -1 y X3 = -1
0 1 0
0 0 1

form a basis for N(A).
(b) The lead 1’s occur in the first and third columns of the echelon form.
Therefore

a; =

1
0 A —
0 ) 3 —

W N~ =

0

form a basis for the column space of A.

4. The columns of the matrix that correspond to the lead variables are linearly
independent and span the column space of the matrix. So the dimension of
the column space is equal to the number of lead variables in any row echelon
form of the matrix. If there are r lead variables then there are n — r free
variables. By the Rank-Nullity Theorem the dimension of the null space is
n — r. So the dimension of the null space is equal to the number of free
variables in any echelon form of the matrix.

5. (a) One dimensional subspaces correspond to lines through the origin in
3-space. If the first subspace U; is the span of a vector u; and the
second subspace Us is the span of a vector us and the vectors u; and
uy are linearly independent, then the two lines will only intersect at the
origin and consequently we will have Uy N Uz = {0}.
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(b) Two dimensional subspaces correspond to planes through the origin in
3-space. Any two distinct planes through the origin will intersect in a
line. So V3 N V5 must contain infinitely many vectors.

6. (a) If
(i) o= ])

are arbitrary symmetric matrices and « is any scalar, then

aa ab] a+d b—|—e]

aA_[ozb ac b+e c+f

and A+ B= [
are both symmetric. Therefore S is closed under the operations of scalar
multiplication and vector addition and hence S is a subspace of R2*2,
(b) The vectors

10 0 1 0 0
a=(o0) m=(1a) - (01)

are linearly independent and they span S. Therefore they form a basis
for S.

7. (a) If Ais6 x 4 with rank 4, then by the Rank-Nullity Theorem dim N (A) =
0 and consequently N(A) = {0}. Since A has rank 4, the dimension of
its column space is 4.

(b) The column vectors of A are linearly independent since the rank of A is
4, however, they do not span RS since you need 6 linearly independent
vectors to spanR®.

(¢) By the Consistency Theorem if b is in the column space of A then the
system is consistent. The condition that the column vectors of A are
linearly independent implies that there cannot be more than 1 solution.
Therefore there must be exactly 1 solution.

8. (a) The dimension of R? is 3, so any collection of more than 3 vectors must
be linearly dependent.

(b) Since dimR?® = 3, it takes 3 linearly independent vectors to span R3.
No two vectors can span, so x; and X, do not span R3.

(¢) The matrix

11 1
X:(Xl,XQ,Xg): [2 3 5]
2 35
only has 2 linearly independent row vectors, so the dimension of the
rowspace and dimension of the column space both must be equal to
2. Therefore x;, x2, x3 are linearly dependent and only span a 2-
dimensional subspace of R3. The vectors to not form a basis for R3

since they are linearly dependent.
(d) If we set A = (x1,X2,X4), then

1
det(A) =1 2
2

W W =
W N =
Il
o O =
— ==
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Therefore x;, X2, X3 are linearly independent. Since dimR? = 3, the
three vectors will span and form a basis for R3.

9. If

c1yy + c2ys +c3y; =0

then
Clel + CQAXQ + CgAXg = AO =0

Multiplying through by A=! we get

C1X1 + coXo + c3x3 =0
Since x1, X2, X3 are linearly independent, it follows that ¢; = c; = ¢3 = 0.
Therefore y;, ¥, y5 are linearly independent.

10. (a) The rank of A equals the dimension of the column space of A which is
3. By the Rank-Nullity Theorem, dim N(A) =5 -3 = 2.
(b) Since a;y, ag, a3 are linearly independent, the first three columns of the
reduced row echelon form U will be

u; =€;, Uz =€z, Uz =e€3

The remaining columns of U satisfy the same dependency relations that
the column vectors of A satisfy. Therefore

w = 111+3112+113:el+382+83
u; = 2111—113:281—83

and it follows that

1 0 0 1 2
0 1 0 3 O
0 0 1 1 -1
U= 0 0 0 0 O
0 0 0 0 O
0 0 0 0 O

11. (a) If U = (uy,uz), then the transition matrix corresponding to a change
of basis from [e, eq] to [u1, ug] is

4 (7T -2
o=

(b) Let V = (v1,v2). If x = Vd = Uc then ¢ = U7'Vd and hence the
transition matrix corresponding to a change of basis from [vy, va] to
[ul, UQ] is

(T —2) (5 4) _( 31 10
UV—[—3 1][2 9]_[—13 -3
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Linear
Transformations

1 | DEFINITION AND EXAMPLES

2. 21 =7cos0, xo = rsind where r = (22 + 22)'/2 and 0 is the angle between
x and ej.
L(x) = (rcosfcosa — rsinfsina,rcos fsina 4 rsinf cosa)”

= (rcos(fd +a),rsin(d + a))T

The linear transformation L has the effect of rotating a vector by an « in
the counterclockwise direction.

3. If a # 1 then
L(ax) = ax + a # ax + aa = aL(x)
The addition property also fails
Lix+y) =x+y+a
L(x)+ L(y) = x+y+2a

76
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o () (1) ()

To determine L(x) we must first express x as a linear combination

4. Let

X = ci1u + caUu2

To do this we must solve the system Uc = x for c¢. The solution is ¢ = (4, 3)7
and it follows that

L(x) = L(4uy + 3up) = AL(wy) + 3L(ug) = 4 [—2] s [g] _ [1;]

8. (a)
L(aA) = C(aA) + (aA)C = a(CA+ AC) = aL(A)
and
L(A+B) = C(A+B)+(A+B)C =CA+CB+ AC + BC
= (CA+ AC) + (CB+ BC) = L(A) + L(B)

Therefore L is a linear operator.

(b) L(aA + BB) = C%*(aA + B3B) = aC?A + BC?B = aL(A) + BL(B)
Therefore L is a linear operator.

(¢) If C # O then L is not a linear operator. For example,

L(2I) = (21)?C = 4C # 2C = 2L(I)
10. If f,g € C[0,1] then

Liaf + fg) = / “(af(t) + Be(t))dt

/f dt+6/

= )+ BL(g
Thus L is a linear transformation from C'[0, 1] to C[0, 1].
12. If L is a linear operator from V into W use mathematical induction to prove

L{ayvy + agve + -+ -+ apvy) = a1 L(vy) + asL(va) + -+ - + an L(vy,).
Proof: In the case n =1
L(alvl) = alL(vl)

Let us assume the result is true for any linear combination of k vectors and
apply L to a linear combination of k + 1 vectors.

L(cavy + -+ v + ap1viy1) = Llaive + -+ apvi] + [ag41Vie1])
= L{ayvi+ -+ agpve) + Log+1VE+1)
= a1 L(vi) + -+ apL(vg) + agr1L(Vet1)

The result follows then by mathematical induction.
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13. If v is any element of V' then
V=a1V] +aavy +---+a,v,
Since L1(v;) = La(v;) for i =1,...,n, it follows that
Li(v) = arLi(v1) + oLy (v2) + - -+ anLi(vy)
= a1La(v1) + aglo(va) + - -+ anLa(vy)
= Lo(auvi+ -+ anvy)
= La(v)
14. Let L be a linear transformation from R! to R!. If L(1) = a then
L(x) = L(z1) =zL(1) = za=ax
15. The proof is by induction on n. In the case n = 1, L' is a linear operator
since L' = L. We will show that if L™ is a linear operator on V then L™*+!
is also a linear operator on V. This follows since
L™ (av) = L(L™(av)) = L(aL™(v)) = aL(L™(v)) = aL™(v)
and
L™ (vi+ve) = L(L™(vi + v2))
(L™ (v1) + L™(v2))
(L™(v1)) + L(L™(v2))
= L™ (vy) + L™ (vy)

=1L
L

16. If uy,us € U, then

L(au; + fug) = La(L1(au; + fusg))
= La(aLi(ur) + BL1(uz))
= aly(Li(a1)) + BLy (L1 (uz))
= aL(u) + fL(u2)
Therefore L is a linear transformation.
17. (b) ker(L) = Span(es), L(R3) = Span(ey, e2)
18. (c) L(S) = Span((1,1,1)T)
19. (b) If p(z) = az? + bx + c is in ker(L), then
L(p) = (ax® + br + ¢) — (2azx + b) = az® + (b — 2a)x + (c — b)
must equal the zero polynomial z(z) = 022 + 0x + 0. Equating coefficients
we see that a = b = ¢ = 0 and hence ker(L) = {0}. The range of L is all of
Ps. To see this note that if p(z) = ax? 4 bz + ¢ is any vector in P; and we
define q(x) = ax? + (b+ 2a)x + ¢ + b+ 2a then
L(q(x)) = (ax?+ (b+2a)x +c+b+2a) — (2ax +b+2a) = ax® +br+c = p(x)

20. If Oy denotes the zero vector in V and Oy is the zero vector in W then
L(0y) = Oy . Since Oy is in T, it follows that Oy is in L=(7T) and hence
L=Y(T) is nonempty. If v is in L™(T), then L(v) € T. It follows that
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L(av) = aL(v) is in T and hence av € L™YT). If vy, v € L~Y(T), then
L(v1), L(v2) are in T and hence
L(Vl + V2) = L(Vl) + L(VQ)

is also an element of L(T). Thus vi + vo € L™(T) and therefore L™(T) is
a subspace of V.

21. Suppose L is one-to-one and v € ker(L).
L(v) = 0w and L(0Oy) = 0w
Since L is one-to-one, it follows that v = Oy . Therefore ker(L) = {0y }.
Conversely, suppose ker(L) = {0y} and L(vy) = L(vz). Then
L(vy —vy) = L(v1) — L(v2) = O
Therefore vi — v € ker(L) and hence
vi — vy = Oy
Vi = Vo
So L is one-to-one.
22. To show that L maps R3 onto R?® we must show that for any vector y € R3

there exists a vector x € R3 such that L(x) = y. This is equivalent to
showing that the linear system

x1 = U
Ty + T2 = Yo
1 + T2 + T3 = Y3

is consistent. This system is consistent since the coefficient matrix is non-
singular.
24. (a) L(R?) = {Ax | x € R?}
= {xlal + x2a2 | T1,T2 real }
= the column space of A
(b) If A is nonsingular, then A has rank 2 and it follows that its column
space must be R2. By part (a), L(R?) = R%
25. (a) If p=ax? 4+ bz + c € Ps, then

D(p) =2ax +b

Thus
D(P3) = Span(1,z) = P,
The operator is not one-to-one, for if p;(x) = ax? + bz +c1 and pa(z) =
ax? 4 bx + ¢y where co # c1, then D(p1) = D(p2).
(b) The subspace S consists of all polynomials of the form az? + bx. If
p1 = a17? + by, p2 = azx? + box and D(p;) = D(p2), then

2(1,1.I + bl = 2a23: + b2

and it follows that a; = as, by = by. Thus p; = p2 and hence D is
one-to-one. D does not map S onto P since D(S) = Ps.
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Linear Transformations

MATRIX REPRESENTATIONS OF LINEAR
TRANSFORMATIONS

7. (a) Z(e1) = Oy, + Oy, + 1y3
Z(e2) =0y, + 1y, — 1y,
I(e3) = ly; — 1y, + Oy3
100

10. (¢) [0 3 O
0 0 1

01 0 0 0

11. () YP=| -1 0 0 0 1

0 0 1 1 0
0 0 —1 0
by PY=[0 1 0 -1
1 0 0 0
1 1
5 0 -5 1
(c)PR=| 0 1 0 0
1 1
5 0 > 0
1 0 0 %
(d) RP=10 0 1 0
0 -1 0 %
(e)
1 1
s o0
_ 1 1
YPR= [ -4 5 0
0 0 1
00 1
= 01 0
-1 0 0
(f)
1 0 0
0 1 1
RPY = V2 V2
0o —L1 i
2 V2
0 0 1
=|-1 o0 o0
0 -1 0

0 0 0 -1
Of=1]1-1 0 0
1 0 1 0
1 1
00 5w 0
0 1]1=1o0 0 1
1 _1 9
-1 0 V2 V2
—1 1 0o —L
V2 V2 2
_ 1 1
O l=1lw ° &
1
73 0 -1 0
0 0 1 1 0 0
o L 1
0 1 O N N
0o -1 1
-1 0 O V2 V2
1 1
0 0 1 5 5
1 1
0 1 O -5 7 0
-1 0 0 0 0 1
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12. (a) If Y is the yaw matrix and we expand det(Y") along its third row we get
det(Y) = cos? u + sin® u = 1

Similarly, if we expand the determinant pitch matrix P along its second
and expand the determinant of the roll matrix R along its first row we
get

det(P) = cos®v +sinv =1
det(R) = cos®w +sin®w = 1
b) If Y is a yaw matrix with yaw angle v then
y
cosu —sinu 0 cos(—u) sin(—u) 0
Y' = | sinu cosu O | = | —sin(—u) cos(—u) 0
0 0 1 0 0 1

so Y7 is the matrix representing a yaw transformation with angle —u.
It is easily verified that Y7Y = I and hence that Y ! = Y7,

(¢) By the same reasoning used in part (b) you can show that for the pitch
matrix P and roll matrix R their inverses are their transposes. So if
@ = Y PR then @ is nonsingular and

Q'=YPR'=R'P 'Y =RTPTYT
14. (b) [ 32 ]; (<) [ Yz ]

16. If L(x) = 0 for some x # 0 and A is the standard matrix representation of
L, then Ax = 0. It follows from Theorem 1.5.2 that A is singular.

17. The proof is by induction on m. In the case that m = 1, A = A represents
L' = L. If now A is the matrix representing L* and if x is the coordinate
vector of v, then A¥x is the coordinate vector of L*(v). Since

L**(v) = L(L*(v))
it follows that
AAFx = AFFIx
is the coordinate vector of LE*+1(v).
) -2 4
18. (b) [ 5 5 9 ]

19. If x = [v]g, then Ax = [L1(v)]r and B(Ax) = [L2(L1(v))]q. Thus, for all
veV
(BA)V]g = [L2 o L1(v)]q
Hence BA is the matrix representing Ly o L1 with respect to £ and G.

20. (a) Since A is the matrix representing L with respect to F and F, it follows
that L(v) = Ow if and only if A[v]g = 0. Thus v € ker(L) if and only
if [v]g € N(A).
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(b) Since A is the matrix representing L with respect to E and F, then it
follows that w = L(v) if and only if [w]p = A[v]g. Thus, w € L(V) if
and only if [w]p is in the column space of A.

3 | SIMILARITY

7. If A is similar to B then there exists a nonsingular matrix S; such that
A=57 1B‘S’l. Since B is similar to C' there exists a nonsingular matrix S,
such that B = S;'CS,. It follows that

A=S87'BS = 5715,1CS»8

If we set S = S»5, then S is nonsingular and S=! = S;1S;*. Thus A =
S~1CS and hence A is similar to C.

8. (a) If A= SAS™!, then AS = AS. If s; is the ith column of S then As; is
the ith column of AS and \;s; is the ith column of AS. Thus

As; = \sq, i=1,...,n
(b) The proof is by induction on k. In the case k = 1 we have by part (a):
Ax = a1 Asy + -+ apAs, = a1 S1 + -+ apnAnSn
If the result holds in the case k =m
A"x = o AT's1 + -+ ap s,
then
A"y = ap AP Asy + -+ a, AT As,,

= 041>\T+151 + -+ QHAT+1SH
Therefore by mathematical induction the result holds for all natural
numbers k.

(c) If [\;] < 1then \¥ — 0ask — oo. It follows from part (b) that A*x — 0
as k — oo.

9. If A= ST then
ST'AS =857'STS =TS =B
Therefore B is similar to A.
10. If A and B are similar, then there exists a nonsingular matrix S such that

A=SBS!

If we set
T=BS!
then
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11. If B = S~'AS, then
det(B) = det(S™'AS)
= det(S™!)det(A)det(S)
= det(A)

since
1

~ det(S)

det(S™1)

12. (a) If B=S"1AS, then
BT = (§71AS)T
STAT(Sfl)T
— STAT(ST)71
Therefore BT is similar to AT.

(b) If B = S~1AS, then one can prove using mathematical induction that

BF = 5714kg

for any positive integer k. Therefore that B* and A* are similar for any
positive integer k.
13. If A is similar to B and A is nonsingular, then

A=SBS™!
and hence
B=5"14S
Since B is a product of nonsingular matrices it is nonsingular and
B! =(87'AS)"t =57tAa"1lg
Therefore B~! and A~! are similar.
14. If A and B are similar, then there exists a nonsingular matrix S such that

B=SAS1.
(a) A— M\l and B — A are similar since

S(A—-XNS™' =SAS™! —\SIS™' =B - AI
(b) Since A — Al and B — Al are similar, it follows from Exercise 11 that
their determinants are equal.

15. (a) Let C = AB and F = BA. The diagonal entries of C' and F are given
by

n n
Cii = E @ixbri, ek = E briik
k=1 im1

Hence it follows that

n

tr(AB) = Z Cii = Z aikbri = Z Z briair = Z erk = tr(BA)
k=1

n
=1 1=1 k=1 k=11=1
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(b) If B is similar to A, then B = S~tAS. Tt follows from part (a) that
tr(B) = tr(S'(AS)) = tr((AS)S™ ') = tr(A)

MATLAB EXERCISE

2. (a) To determine the matrix representation of L with respect to E set

B=U"1tAU

(b) To determine the matrix representation of L with respect to F set
C=v'av

(¢) If B and C are both similar to A then they must be similar to each other.
Indeed the transition matrix S from F to F is given by S = U~V and

C=S"'BS

CHAPTER TEST A

1. The statement is false in general. If L : R* — R™ has matrix representation
A and the rank of A is less than n, then it is possible to find vectors x; and
xo such that L(x1) = L(x2) and x1 # xo. For example if

() e ()

and L : R? — R? is defined by L(x) = Ax, then

L(Xl) = AXl = [ 18 ] = AX2 = L(XQ)
2. The statement is true. If v is any vector in V' and c is any scalar, then
(L1 + La)(ev) = Li(ev) + La(ev)
= cly(v) + cLa(v)
= c(L1(v) + L2(v))
= C(Ll =+ LQ)(V)
If vi and vy are any vectors in V, then
(Ll + L2)(V1 + V2) = Ll(Vl + V2) + L2(V1 + V2)
Li(vi) + Li(vz2) + La(v1) + La(v2)
(L1(v1) + L2(v1)) + (L1(v2) + La(v2))
= (L1 + L2)(v1) + (L1 + La)(va)

3. The statement is true. If x is in the kernel of L, then L(x) = 0. Thus if v is
any vector in V, then

Liv+x)=L(v)+ L(x)=L(v)+ 0= L(v)
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4. The statement is false in general. To see that L; # Lo, look at the effect of
both operators on e;.

1 1
Ll(el) = [ _2\/_5 ] and Lg(el) = [ é ]
2 2

5. The statement is false. The set of vectors in the homogeneous coordinate
system does not form a subspace of R? since it is not closed under addition.
If x; and x5 are vectors in the homogeneous system and y = x; +Xo, then y
is not a vector in the homogeneous coordinate system since y3 = 2. Closure
under scalar multiplication also fails to hold for vectors in the homogeneous
system.

6. The statement is true. If A is the standard matrix representation of L, then
L*(x) = L(L(x)) = L(Ax) = A(Ax) = A%*x

for any x in R2. Clearly L? is a linear transformation since it can be repre-
sented by the matrix A2

7. The statement is true. If x is any vector in R™ then it can be represented in
terms of the vectors of £

X = C1X4CoXg + -+ + Xy,

If Ly and Lo are both represented by the same matrix A with respect to E,
then
Ll (X) = d1X+d2X2 =+ -4 ann = LQ(X)
where d = Ac. Since L;(x) = La(x) for all x € R™, it follows that Ly = L.
8. The statement is true. See Theorem 4.3.1.

9. The statement is true. If A is similar to B and B is similar to C, then there
exist nonsingular matrices X and Y such that

A=X"1'BX and B=Y~!Ccy
If we set Z =Y X, then Z is nonsingular and
A=X"'BX =Xy lcyx=2z"1Ccz

Thus A is similar to C.

10. The statement is false. Similar matrices have the same trace, but the converse
is not true. For example, the matrices

1 1 1 0
b (0 w1 (1Y)

have trace equal to 2, but the matrices not similar. In fact the only matrix
that is similar to the identity matrix is I itself. (If S any nonsingular matrix,
then S~1IS =1.)
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CHAPTER TEST B

1. (a) L is a linear operator since

L(ex) = [cx1+cx2] _. [3:1—|—3:2] — L)

cry 1
and
Lix+y) = [($1+y1)+($2+y2)] _ [331 +$2] n [yl + Y2 ]
1+ 1 Y1
= L(x) + L(y)

(b) L is not a letter operator. If, for example we take x = (1,1)7 then

- (2

2. To determine the value of L(vs) we must first express vz as a linear com-
bination of vq and vo. Thus we must find constants ¢; and c¢s such that
vy = ¢1V1 + cava. In we set V = (v, va) and solve the system Ve = vg we
see that ¢ = (3,2)T. Tt follows then that

L(2x) = [ ; ] and

L(vs) = L(3vy + 2vs) = 3L(v1) + 2L(va) = [ 1(; ]

) O 1
X1 =T 1 + 9 0
xr1 + T2 1 1

it follows that the range of L is the span of the vectors

3. (a) ker(L) = Span((1,1,1)7)
(b) L(S) = Span((-1,1,0)")
4. Since

L(x) =

0
yi= |1
1

1
) Y2 = 0
1

5. Let e; and es be the standard basis vectors for R2. To determine the matrix

representation of L we set

1 1
alzL(el): [1] y a2:L(e2): [—1]
3 2

If we set

A:

then L(x) = Ax for all x € R2.
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6. To determine the matrix representation we set
V3

a; = L(e) = [ ; ] and as = L(ey) = [ ; ]

2 2
The matrix representation of the operator is

_Vv3 1

A:(al,ag): [ i ig]

2 2
1 0 5
7. A=10 1 2
0 0 1

8. The standard matrix representation for a 45° counterclockwise rotation op-

erator is 1 1
A | cos T —sini ) | V2 T2
“ | sin T cos T I 1
V2 V2
The matrix representation with respect to the basis [uj, ug] is
2 5) (v ~va) (3 5 v v
_ -1 _ - 2 2 o 2 2
B=U AU_[—l 3][¢ L][lQ]_[ 10 ﬁ]
V2 V2 V2 V2
9. (a) f U = (ug,uz) and V = (vq,va) then the transition matrix S from
[Vl,VQ] to [ul, UQ] is

o, (2 -5 1 1) (12 7
S=U V‘[—1 3) -2 —1) T (-7 -4
(b) By Theorem 4.3.1 the matrix representation of L with respect to [vy, va]
is

a1 (-4 =7 2 1 12 7Y ( —222 131

B=5 AS_[ 712 3 2 -7 —4) 383 226

10. (a) If A and B are similar then B = S~1AS for some nonsingular matrix
S. It follows then that

det(B) = det(S™'AS) = det(S™1)det(A)det(S)
1
(b) If B = S~1AS then
STHA-ANS =8"1AS - \ST'IS=B -\

Therefore A — AI and B — Al ate similar and it follows from part (a)
that their determinants must be equal.
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Orthogonality

1 | THE SCALAR PRODUCT IN RY
14

1. (¢) cosf = —, 6 =10.65°
) NGoT}
4+/6

(d) cosf = %, 0 ~ 62.19°

3. b)) p=44)", x—p=(-1,1)T
pl(x—p)=-4+4=0
(d) p=(-2,-4,2)T, x—p=(4,-1,2)T

pl(x—p)=-8+4+4=0
4. If x and y are linearly independent and 6 is the angle between the vectors,
then |cosf| < 1 and hence

x"y| = || lyll | cos 6] <6
8. (b) —3(x—4)+6(y—2)+2(z+5)=0

88
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9. if we set
. 3 . 1
X:P1P2: 1 y y:P1P3 1
2 3

then the normal vector to the plane is

1
N=xxy=|[| -7
2

We can then use any one of the three points to determine the equation of
the plane. For example, the equation of the plane expressed in terms of the

point P is
(x—2)—T(y—3)+2(z—1)=0
12. (a) xTx=22+22>0
(b) xTy = T1yr + TaY2 = Y121 + Y22 = yI'x
(c) XT(Y +2z)=x1(y1 + 21) + 22(y2 + 22)

= (m1y1 + 22y2) + (w122 + T220)
= XTy +xTz
13. The inequality can be proved using the Cauchy-Schwarz inequality as follows:
[utvl* = (u+v) (utv)
wu+viu+ulv+vliv
= [lul* + 2u”v + || v[?
[ull* + 2[ull [|v]] cos 6 + [[v]|*
[l + 2] all [|v]| + [Iv]|*
(hall + lIvl)?

IN I

Taking square roots, we get
[utv<[ul+]v]

Equality will hold if and only if cos = 1. This will happen if one of the
vectors is a multiple of the other. Geometrically one can think of ||ul| and
|v|| as representing the lengths of two sides of a triangle. The length of the
third side of the triangle will be ||u+ v||. Clearly the length of the third side
must be less than the sum of the lengths of the first two sides. In the case
of equality the triangle degenerates to a line segment.

14. No. For example, if x; = e, X2 = €2, X3 = 2e1, then x; 1 xo, X9 1 x3, but
x1 is not orthogonal to x3.

15. (a) By the Pythagorean Theorem

a® 4+ h? = |laj?
where « is the scalar projection of a; onto as. It follows that

2 _ (alTa2)2
o = 2
[[az]|
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and ,
aj as)
e = a2 -
[laz|?
Hence
h?llaz]|* = [lac]* az|* — (a] a2)®

(b) If a; = (a11,a21)” and ay = (a12, ase)”, then by part (a)
Wllas|® = (a3, +a31)(aly + a32) — (a11012 + az1a22)*
= (af a3y — 2a11a22012a21 + a3,a7,)
= (a11a22 — ag1a12)*
Therefore
Area of P = h|laz|| = |ai1a22 — az1a12| = |det(A)]

16. The figure for this exercise is essentially the same as the parallelogram in
the previous exercise with a; and as replaced by x and y. The length of
the base of the parallelogram is b = ||y||. If 8 is the angle between x and y,
then the length of the altitude of the parallelogram will be h = ||x|| sin . It
follows then that the area A of the parallelogram is

A =bh=|y[lx|sinf = |x x|
17. (a) It 0 is the angle between x and y, then

cost9*7XTy *ﬁfl =
Iyl 85 2

(b) The distance between the vectors is given by

x—yll =02 +22+ (=62 +32=7

wlx

18. (a) Let
XTy

_ (x"y)?
Q=TT T
y'y y'y
In terms of these scalars we have p = ay and p” x = 3. Furthermore

and 6=

p'p=a’y'y=5
and hence
p'z=p'x-p'p=0-06=0
(b) If ||p|| = 6 and |z|| = 8, then we can apply the Pythagorean law to
determine the length of x = p + z. It follows that
Ix[I* = lIplI* + ||z* = 36 + 64 = 100

and hence ||x| = 10.
19. The matrix @ is unchanged and the nonzero entries of our new search vector
X are rg = @, r7 = \/?6 , T10 = %. Rounded to three decimal places the
search vector is

x = (0,0, 0,0, 0, 0.816, 0.408, 0, 0, 0.408)7
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The search results are given by the vector
y = QTx = (0, 0.161, 0.401 0.234, 0.612, 0.694, 0, 0.504)7
The largest entry of y is yg = 0.694. This implies that Module 6 is the one
that best meets our search criteria.
21.
HXH2 _ C2 +0252 +C2S4 4. ..+C2S2n72+52n
_ 02(1+S2+S4+~~~+52n72)+52n
1— S2n

1_52 +S2n

:C2

=1

2 | ORTHOGONAL SUBSPACES

1. (b) The reduced row echelon form of A is

1 0 =2
0 1 1

The set {(2, —1, 1)T} is a basis for N(A) and {(1, 0, —2)7, (0, 1, 1)T}
is a basis for R(AT). The reduced row echelon form of AT is

1 0
0 1
0 0

N(AT) = {(0, 0)T} and {(1, 0)T, (0, 1)T} is a basis for R(A) = R2.
(¢) The reduced row echelon form of A is

1 0

0 1
0 0
0 0

N(A) = {(0, 0)T} and {(1, 0)T, (0, 1)T} is a basis for R(AT). The
reduced row echelon form of AT is

10
1

7

We can obtain a basis for R(A) by transposing the rows of U and we
can obtain a basis for N(AT) by solving Ux = 0. It follows that

U:
0 1

TS

5 5
0 1 -4 -u
E 4 and T, 7
5 11
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are bases for R(A) and N(AT), respectively.

2. (b) S corresponds to a line ¢ in 3-space that passes through the origin and
the point (1, —1, 1). S* corresponds to a plane in 3-space that passes
through the origin and is normal to the line 4.

3. (a) A vector z will be in S+ if and only if z is orthogonal to both x and y.
Since xT and y* are the row vectors of A, it follows that S+ = N(A).

5. R(A) is a 2-dimensional subspace of R?, so geometrically it corresponds to a

plane P through the origin and its orthogonal complement N(A”) is a one
dimensional subspace of R? corresponding to a line through the origin that
is normal to the plane P.

6. No. (3, 1, 2)7 and (2, 1, 1)T are not orthogonal.
7. No. Since N(AT) and R(A) are orthogonal complements

N(AT)n R(A) = {0}

The vector a; cannot be in N(AT) since it is a nonzero element of R(A).
Also, note that the jth coordinate of ATa; is

aja; = [a;]|* > 0

8. If y € S+ then since each x; € S it follows that y L x; for i = 1,..., k.
Conversely if y | x; fori=1,...,k and x = a1Xx1 + oXg + + -+ + apXj 18
any element of S, then

k k
yix=y" [Z Olz'Xi] = Z aiy'x; =0
im1 i=1

Thus y € S*.

10. Corollary 5.2.5. If A is an m x n matrix and b € R"™, then either there is
a vector x € R™ such that Ax = b or there is a vector y € R™ such that
ATy =0 and y'b # 0.

Proof: If Ax = b has no solution then b ¢ R(A). Since R(A) = N(AT)* it
follows that b & N(AT)L. But this means that there is a vector y in N (A7)
that is not orthogonal to b. Thus ATy = 0 and y”'b # 0.

11. If x is not a solution to Ax = 0 then x ¢ N(A). Since N(A) = R(AT)* it
follows that x ¢ R(AT)L. Thus there exists a vector y in R(AT) that is not
orthogonal to x, i.e., xTy # 0.

12. Part (a) follows since R" = N(A) @ R(AT).

Part (b) follows since R™ = N(AT) @ R(A).
13. (a) Ax € R(A) for all vectors x in R". If x € N(ATA) then

ATAx =0

and hence Ax € N(AT).
(b) If x € N(A), then
ATAx=A"0=0
and hence x € N(ATA). Thus N(A) is a subspace of N(ATA).
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Conversely, if x € N(ATA), then by part (a), Ax € R(A)NN(AT).
Since R(A) N N(AT) = {0}, it follows that x € N(A). Thus N(ATA) is
a subspace of N(A). It follows then that N(ATA) = N(A).

(c) A and ATA have the same null space and consequently must have the
same nullity. Since both matrices have n columns, it follows from the
Rank-Nullity Theorem that they must also have the same rank.

(d) If A has linearly independent columns then A has rank n. By part (c),
ATA also has rank n and consequently is nonsingular.

14. (a) If x € N(B), then
Cx=ABx=A0=0

Thus x € N(C) and it follows that N(B) is a subspace of N(C).

(b) If x € N(C)*, then xTy = 0 for all y € N(C). Since N(B) C N(C)
it follows that x is orthogonal to each element of N(B) and hence x €
N(B)+. Therefore

R(CT) = N(C)* is a subspace of N(B)t = R(BT)
15. Let x e UNV. We can write

x=0+x (0eUl, xeV)
x=x+4+0 (xeU, 0eV)

By the uniqueness of the direct sum representation x = 0.
16. It was shown in the text that

R(A) = {4y | y € R(A")}
If y € R(AT), then we can write
Yy =Xy + aaXg + -+ Xy

Thus
Ay = a1 AX| + agAxs + - - - + . AX,

and it follows that the vectors Axy,..., Ax, span R(A). Since R(A) has
dimension r, {Axy, ..., Ax,} is a basis for R(A).

17. (a) A is symmetric since
AT = (xy" +yx")" = (xy")" + (yx")T
= ()T + (xD)Ty? =yxT + xyT = A
(b) For any vector z in R"
Az = xyTz+yxTz = c1x + oy
where ¢; = yTz and ¢y = xTz. If z is in N(A) then
0=Az = c1X+ ¢y

and since x and y are linearly independent we have y’z = ¢; = 0 and
x”z = ¢y = 0. So z is orthogonal to both x and y. Since x and y span

S it follows that z € S+.
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Conversely, if z is in S+ then z is orthogonal to both x and y. It
follows that
Az =c1x+ ey =0

Tz =0 and c; = xT'z = 0. Therefore z is in N(A) and hence

since ¢y =y
N(A) =S+,
(c) Clearly dim S = 2 and by Theorem 5.2.2, dim S + dim S+ = n. Using

our result from part (a) we have
dim N(A) = dim S+ =n —2

So A has nullity n — 2. It follows from the Rank-Nullity Theorem that
the rank of A must be 2.

3 | LEAST SQUARES PROBLEMS

Lo amas (3] emaare= [ )]

-1 6 —-25

The solution to the normal equations A7 Ax = A”b is

B 19/7
*= | —26/7
2. (Exercise 1b.)
1
(2) p= (=45, 12, T))"

1
(b) r= (115, 23, 69)7

(c)
12 1 M ’
T._ | — 23 | _
Ar_[11—2] e
69
69 0

Therefore r is in N(AT).

S | 0
1 0 0 1
6. A=, o1 P s
1 2 4 9
4 2 6 13
ATA=12 &6 8 |, ATb=]21
6 8 18 39

The solution to ATAx = ATb is (0.6, 1.7, 1.2)T. Therefore the best
least squares fit by a quadratic polynomial is given by

p(z) = 0.6+ 1.7z + 1.22°
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7. To find the best fit by a linear function we must find the least squares
solution to the linear system

1 Xr1 yl
1 oz co Y2
A [q]‘ z
1 Tn UYn
If we form the normal equations the augmented matrix for the system will
be
n n
i=1 i=1
n n n
i=1 i=1 i=1
If z = 0 then

n
E z;=nx =0
i=1

and hence the coefficient matrix for the system is diagonal. The solution is
easily obtained.
n
D v
_ =l

n

n

E Tills

: iYi T
_a=1 Xy
- n

> ot

i=1

8. To show that the least squares line passes through the center of mass, we
introduce a new variable z =z —Z. If we set z; = x; — T for i = 1,...,n,
then Z = 0. Using the result from Exercise 7 the equation of the best least
squares fit by a linear function in the new zy-coordinate system is

T

_ ., zy
YTt T,

o =7

and

c1 ==
xTx

If we translate this back to xy-coordinates we end up with the equation
y—y=c(r—7)
where

(xi = T)yi

I

s
Il
-

Cc1 =

(z; —T)°

I

1=1
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9. (a) If b € R(A) then b = Ax for some x € R™. It follows that
Pb = PAx = A(ATA)"1ATAx = Ax=b

(b) If b € R(A)* then since R(A)L = N(AT) it follows that ATb = 0 and
hence

Pb = A(ATA)'ATb =0

(¢) The following figures give a geometric illustration of parts (a) and (b).
In the first figure b lies in the plane corresponding to R(A). Since it is
already in the plane, projecting it onto the plane will have no effect. In
the second figure b lies on the line through the origin that is normal to
the plane. When it is projected onto the plane it projects right down to
the origin.

R(4)

If b e R(A), then Pb =b.
b

R(4)

If b e R(A)*, then Pb=0.
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10. (a) By the Consistency Theorem Ax = b is consistent if and only if b is in
R(A). We are given that b is in N(AT). So if the system is consistent
then b would be in R(A)NN(AT) = {0}. Since b # 0, the system must
be inconsistent.

(b) If A has rank 3 then AT A also has rank 3 (see Exercise 13 in Section 2).
The normal equations are always consistent and in this case there will be
2 free variables. So the least squares problem will have infinitely many
solutions.

11. (a) P?2= A(ATA)TATA(ATA)T1AT = A(ATA)71AT = P

(b) Prove: P¥ = P for k=1,2,....
Proof: The proof is by mathematical induction. In the case k = 1 we
have P' = P. If P™ = P for some m then

pmtl—ppm—_pp—p2_p
(c) P =[A(ATA)~tAT]T
= (AT)T[(ATA)TAT
— A[(ATA)T]flAT

= A(ATA)1AT
= P
12. If
A I x) (b
O AT r 0
then
Ax+r=>b
ATr=0
We have then that
r = b-Ax

ATy = ATb— ATA% =0
Therefore
ATAx = A™b
So x is a solution to the normal equations and hence is a least squares
solution to Ax = b.

13. If x is a solution to the least squares problem, then X is a solution to the
normal equations
ATAx = ATb
It follows that a vector y € R™ will be a solution if and only if
y=X+z
for some z € N(ATA). (See Exercise 26, Chapter 3, Section 2). Since
N(ATA) = N(A)
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we conclude that y is a least squares solution if and only if
y=x+z
for some z € N(A).

4 | INNER PRODUCT SPACES
_xT_y _ 12 _[4110]T

2. (b = = === =
()p yTyy 72y 353535
122 7T
—_ = ————1
(C)X p [ 353535 ]
4 2 2
—p)lp=—--ct+Z4+240=0
(x—p)'p 9+9+9+

(d) llx = pll2= V2, [pl2 = V2, [x]2 =2

Ix —pl* + [[plI* = 4 = [|x|?
1 1 1
3. (a) (x,y) :x1y1w1+x2y2w2+x3y3w3:1-—5-14—1-1-54—1-3-1 =0
(i)
(A 4) =2 > ai;>0
i=1j=1
and (A, A> = 0 if and only if each a;; = 0.

ZZQU ij _Zzbua” = B A>
=1 j=1 i=1 j=1

(iii)

(dA+ BB, C) = Z Z (cwasj + Bbij)cij

1=15=1
m n n
= E E aijcij + E E bijcij
i=1j=1 i=1 j=1

— a{4,C)+ B(B,C)
6. Show that the inner product on C[a, b] determined by

/f

satisfies the last two conditions of the definition of an inner product.

Solution:

/f m-AZ@ﬂMM—@ﬁ
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b
(ii1) {of + Bg,h) = / (af(z) + Bg(x))h(z) dx

/ F@)h(z) dz + 8 / " o(@)h(e) de

= >+6<ga >

1
<3:2,333> :/ 22a3dr = E
0 6

1
||1||2:/1~1d33:1
0
1
9 3
2 _ 225, 2
Iof? = | Jtde =3

1 2
3 1
1-p|*= [1——] de = ~
[-plt= [ (1-50) dar=7
Thus 1 = 1, p]| = 2. |1~ p|| = &, and
1= oI +[1pl? =1 = 2]

9. The vectors cosmaz and sinnz are orthogonal since

. I .
(cosmz,sinnx) = — cos mx sinnx dx
Tr —T
1 /.. .
= o [sin(n 4+ m)x + sin(n — m)z| dx
v
=0

They are unit vectors since

s
_ 1 2
(cosmz,cosmzx) = — cos” mx dx
™

—T

1 us
= E[ﬂ[1+cos2mx] dx
1

. . L (" . .
(sinnzx,sinnz) = — sinnx sin na do
™ —T
=L T cos2nad
i cos 2nz) dx
=1

Since the cos ma and sin nz are orthogonal, the distance between the vectors
can be determined using the Pythagorean law.

|| cosma — sinna|| = (|| cosma|? + || sinnz|?)? = V2
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> wal= -1 N U
= xixi:_ —_ = — =
, 8 8

5 1/2
2 242 V26

11. (¢) [l — 27| = [;(wz—%) ] =
12. (i) By the definition of an inner product we have (v,v) > 0 with equality

if and only if v = 0. Thus ||v|| = y/{(v,v) > 0 and ||v|| = 0 if and only

ifv=0.

(ii) [lavll = v{av,av) = /o> (v,v) = |a] || v]

13. (i) Clearly

n

> al =0

=1

If

n

> lwil =0
i=1
then all of the z;’s must be 0.

(i) [lax[ly = Zlfml = ICMIZI%I = |l
(ii)) [lx+yll = Z i+ yil < Z il + Zlyz-l = [/l + [yl

14. (i) [|%]|eo = llgax |xl| >0.If max |z;| = 0 then all of the z;’s must be zero.
(ii) [lox[loo = max oz = Ial max [z = |af [/
( i) fx+ylleo = maXI% + il < maXI%I + max [y| = [|x[loc + [yl
If (x,y) =0, then
Ix-yl* = (x-y,x-y)
= <X5 X> - 2<Xa Y> + <Ya Y>
= [IxII* + Iyl
Therefore

I =yl = (1<) + [lyl*)"/?
Alternatively, one can prove this result by noting that if x is orthogonal to
y then x is also orthogonal to —y and hence by the Pythagorean Law

Ix =yl = x+ (=9)I* = x> + | -y = [x]* + [|y]*
18. For any vectors u and v in an inner product space
[utv]* = (u,u) + 2 (w,v) + (v,v) = [u]* + 2 (u,v) + [|v]?
If u and v satisfy the Pythagorean Law, then
[ull® +[1v[* = u+ vI]* = [ul* + 2 (u, v) + [|v]]*

Therefore (u, v) = 0 and hence u and v are orthogonal.
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n 1/2
19. |[x—yll = ((x—y,x—y)"/* = [Z(x - yz')z]
i=1
20. To show we have a norm we must show that the 3 properties in the definition
of a norm are all satisfied.
(i) [|x|la = ||Ax]|]2 > 0 and if ||x||4 = O, then ||Ax|2 = 0, so Ax = 0. Since
A is nonsingular and Ax = 0, x must be the zero vector.
(ii)
lex|[a = [|A(ex)]]2 = [leAx]|2 = [c][|Ax]|2 = |c|[|x]|.a
(iii)
[x+ylla=[lAx+y)llz = [[Ax+ Ay)|2 < [|Ax|2 + [[Ayll2 = [[x]la + [[¥]a
21. Fori=1,...,n
i < (2} + 25+ + ) = |Ix]l2

Thus
[%lloc = max |z < ||x]|2
i<n

22. [[x[|2 = [lz1e1 + z2ez]|2
z1e1]l2 + [[x2e2]2
|z1] [le1ll2 + |z2| [[ez]2
|z1] + 22|

=[x/

A

23. e; and ey are both examples.

24. [[=v[[=(=D)v[ = [=1[[Iv[] = [Iv]
25. [[lu+v|]?=(u+v,u+v)

[ull* +2(u, v) + ||v||?

> |[uf® - 2| [lvi] + Ivl*
= ([lall =1IvI})
26.
[t v]* = [lul® + 20, v) + ||v]?
lu—v[* = [lul® = 2(u,v) + [|v[?

[ut vi* +lu—v|* = 2luf?+ 2[vI]* = 2(|u]* + [v]*)

If the vectors u and v are used to form a parallelogram in the plane, then
the diagonals will be u+ v and u — v. The equation shows that the sum of
the squares of the lengths of the diagonals is twice the sum of the squares
of the lengths of the two sides.

27. The result will not be valid for most choices of u and v. For example, if
u =e; and v = e,, then
lut+v|f+llu—-v[] =22+2"=8
2ul? +2v|? = 2+2=4
28. (a) The equation
I£1I= [f(a)] +[£(b)]
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does not define a norm on C|a,b]. For example, the function f(x) =

2% — z in C[0, 1] has the property

I =17O) + 1) =0

however, f is not the zero function.
(b) The expression

b
e / ()| de

defines a norm on Cfa,b]. To see this we must show that the three

conditions in the definition of norm are satisfied.

(1) f: |f(z)| dx > 0. Equality can occur if and only if f is the zero func-
tion. Indeed, if f(z0) # 0 for some zg in [a, b], then the continuity
of f(x) implies that |f(z)| > 0 for all z in some interval containing

zo and consequently f: |f(z)|dx > 0.

(i)
b b
laf] = / lof ()| dz = |of / (@) dz = ol | £]
(iii)
b
If+gll = / (@) + g(a)) da

b
< / (£ @) + lg(@)]) da

b b
- / ()| de + / l9(2)] d
= 171+ lgl

(¢) The expression

I/l = max |f(z)]

a<lz<b

defines a norm on Ca, b]. To see this we must verify that three conditions
are satisfied.

(i) Clearly Igai(b| f(z)] > 0. Equality can occur only if f is the zero

... function.
ii

llof I = max |af ()] =[] max |f(z)] = |af[|f]

(iii)

max, |f(x) + g(z)]

max (| f()] + [g(x)])

a<lz<b

max |f(2)| + max |g(@)

< a<z<b
= 71+ llgl

I+l

IN

IN
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29. (a) If x € R", then
|| < max |a;] = [x]|o
1<j<n

and hence

n
[l = ) sl < nllx]loo
=1

=1 =1

n 1/2 n 1/2
(b) x| = [Zx?] < [Z(lgl]agnlle)z’]
= (nfmax |a)Y2 = Vx|

If x is a vector whose entries are all equal to 1 then for this vector equality
will hold in parts (a) and (b) since

%o =1, [xlli=n, lx[l2=+vn

30. Each norm produces a different unit “circle”.

(a) X (b) X (©) X

31. If k; is the jth column vector of K, then for j =1,...,n we have
||kj||2 =+ 2T Y
= P45 g g
o1 —s%

_ 25
SoqT e Y
=1

So each column vector of K is a unit vector. It follows that
n
IK|7 = IIk)>=n
=1

and hence || K| g = v/n.
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32. (a) If B = AT A, then the diagonal entries of B are given by

b =aja; = |a;|?, j=1,...,n

and hence . .
tr(ATA) = b= lla]® = [|Al%
j=1 j=1

(b) We first establish 2 properties of the trace. (i) Since for any matrix
C, the transpose of C has the same diagonal entries as C, we have
tr(CT) = tr(C). For any 2 matrices C and D with the same dimensions

tr(C—!—D):Z (cj; +djj) ZCJJ+ZdJJ_tr ) + tr(D)
J

It follows from part (a) that
JA+Bl3 = tx((A+ B)T(A+B))

= tr(ATA+BT"A+BTA+ B"B)

= tr(ATA) + tr(ATB) + tr(BT A) + tr(BTB)

— AI% + tr(AT B) + tx(BT 4) + | BI|3
Since BT A = (AT B)T | the matrices BT A and AT B have the same trace
and hence we have

|A+ Bl% = |AIl + 2tr(AT B) + || Bl|%

33. (a) (Ax,y) = (Ax)Ty = xT ATy = (x, ATy)
(b) (ATAx,x) = (x, ATAx) = xT ATAx = (Ax)T Ax = (Ax, Ax) = ||Ax||?

5 | ORTHONORMAL SETS

1 1 16
2. (a)ulTulzﬁ—FE—FE:l
4 4 1
T
T |
LW =g+tg5+y
1 1
UBU3—§+§+0:1
V2 V2 22
uiuz =gk g g =0
1 1
11111326—64—0:0
2 V2

4. (a) xT'x; = cos? 6 +sin? 0 = 1
x3xy = (—sin)? + cos? 0 =1

xlTxQ = —cosfsinf +sinfcosfd =0
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(c) 2 4+ 3 = (y1 cosf + yasin 0)% + (—y1 sin O + ya cos 0)?
Y3 cos? 0 + 2y1y2 sin 6 cos 6 4 33 sin® 0

+ y?sin? 6 — 2y, y2 sinf cos @ + y2 cos? O
= yi+us
5. If ¢y =ulu; = % and co = ul'uy, then by Theorem 5.5.2
u = ciuj + cou2

It follows from Parseval’s formula that

1= ulP=d+ =1 +3
Hence
[ us| = |ea| = ?
7. By Parseval’s formula
ci4cs+cs=|x]*=25

It follows from Theorem 5.5.2 that
1= (uy,x) =4 and ez = (ug,x) =0
Plugging these values into Parseval’s formula we get
16+0+c5 =25

and hence c3 = £3.
8. Since {sinz, cosz} is an orthonormal set it follows that

(fg)=3-1+2-(-1) =1

1-— 2
9. sin? :[ cos 3:]

_ ! 29 L 2 +1

=7 cos x—2cos T 1
1 (14 cosdx 1 1
Z [f] —§COS2{E+Z

1 3 1
= §c0s4x——c0s2 T+ — V2

) s V2

sinfzcoszdr=7-0=0

us 1
s 4 7
2 - —_—=) = —=
7Tsln x cos 2z dr = 7( 2) 5

sinfzcos3zrdr=m-0=0

i 1
sin zcosdardr =m- = =

|

3

oo
|9
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10. The key to seeing why FgsPg can be partitioned into block form

Fy D4Fy
Fy —D4F,
is to note that
Ak 2kmi
wgk —e B —e T T = wf

and there are repeating patterns in the powers of wg. Since

wg =-1 and wgn =e 2 = ]
it follows that
w§+4 = —wé and wgnﬂ =wl

Using these results let us examine the odd and even columns of Fg. Let us
denote the jth column vector of the m x m Fourier matrix by f;m). The odd
columns of the 8 x 8 Fourier matrix are of the form

wg 1 1
2n 2n n
wg wg Wy
4n 4n 2n
wg wg wy
6n 6n 3n (4)
£® wg | ws I - £
2nt+l — 8n B B B 4
“s 1 1 f1(1421
10n 2n n
wy w§ w}
w§2n wgln wZn
w§4n wgn wzn
forn =0,1,2,3. The even columns are of the form
0
w8 1 1
2n+1
w
8 wawd" wswy
w2(2"+1) 2, 4 2 2
n n
8 wawg wywy
3(2n+1) 4
3,6 3,3 (4)
£(®) Wg wgwg" wgwy™ 2% N
2n+2 = 4(2n+1) | = = = (4)
wg -1 -1 —Duf,",
2
wg(2"+1) —wgwg" —wgwy
2, 4n 2, 2n
wg(2n+1) —WgWwg —Wwgwy
7(2n+1) —wiwg” —wiwi"
wg
forn=0,1,2,3.

11. If @ is orthogonal then
@NHTQN =QQ"=0Q ™' =1

Therefore Q7 is orthogonal.
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12. Let 0 denote the angle between x and y and let 6; denote the angle between
@x and Qy. It follows that

cosfr — @x)TQy x'QTQy  x'y
L=

lexlllQyll Iyl Iyl

and hence the angles are the same.

= cosf

13. (a) Use mathematical induction to prove
@M t=@NHm=@m", m=12...

Proof: The case m = 1 follows from Theorem 5.5.5. If for some positive
integer k

@) ' =@M =(@""
then
@O =@ =Q"(@"" = (" Q)" = (@™
and
(@) =QT@Q") = Q QN = (" Q) = (@)
(b) Prove: |Q™x|| = ||x|| for m=1,2,....
Proof: In the case m =1
Qx> = (@x)"Qx = x"Q"Qx = x"x = [|x|”
and hence
Qx| = |||

If |Q*y| = |ly| for any y € R™, then in particular, if x is an arbitrary
vector in R™ and we define y = @x, then

105 x| = |Q*(Qx)|| = Q%I = llyll = @Il = |x|
14. H" = (I —2uu")T = [T —2(uT)Tu?’ =1 —2uu” = H
HTH = H?
= (I —2uu”)?
= I —4uu” + 4uu’uu’
= I —4uu” + 4uu”
=1
15. Since Q"'Q = I, it follows that

[det(Q)]? = det(QT) det(Q) = det(I) = 1

Thus det(Q) = £1.

16. (a) Let Q1 and Q2 be orthogonal n X n matrices and let Q@ = Q1Q2. It
follows that

QTQ=(1Q2)"01Q2 = Q3QTQ1Q2 =1
Therefore @ is orthogonal.
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(b) Yes. Let P and P> be permutation matrices. The columns of P; are the
same as the columuns of I, but in a different order. Postmultiplication of
P, by Ps reorders the columns of P;. Thus P; P; is a matrix formed by
reordering the columns of I and hence is a permutation matrix.
17. There are n! permutations of any set with n distinct elements. Therefore
there are n! possible permutations of the row vectors of the n x n identity
matrix and hence the number of n X n permutation matrices is n!.

18. A permutation P is an orthogonal matrix so P = P~ and if P is a
symmetric permutation matrix then P = PT = P~! and hence
pP=plp=p'P=1
So for a symmetric permutation matrix we have
PP =P =1"=1 and P*T'=ppP*=pr=p
19.

I=UU" = (uj,uy,...,u,)

T T T
= uju; +ugu; + -+ uyu,,

20. The proof is by induction on n. If n = 1, then @ must be either (1) or (—1).
Assume the result holds for all & x k upper triangular orthogonal matrices
and let @ be a (k+1)x (k+1) matrix that is upper triangular and orthogonal.
Since @ is upper triangular its first column must be a multiple of e;. But @
is also orthogonal, so q; is a unit vector. Thus q; = +e;. Furthermore, for
j=2,...,n

qj=elq; =+q{q; =0
Thus @ must be of the form

Q_[ﬂ:l 0 0 --- 0]
0 p; P3s * P

The matrix P = (py,P3, ..., Pryy) s a k x k matrix that is both upper
triangular and orthogonal. By the induction hypothesis P must be a diagonal
matrix with diagonal entries equal to +1. Thus ) must also be a diagonal
matrix with £1’s on the diagonal.

21. (a) The columns of A form an orthonormal set since

1 1 1 1
ajay =~y - g+t g=0

1 1 1 1
a{al = Z—FZ—FZ—FZ:l

1 1 1 1
a2Ta2 = Z—FZ—FZ—FZ:l
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2. (b)
(i) Ax = Pb = (2,2,0,0)7

337 7\7
(i) Ax = Pb—[§§§§]
(iii) Ax = Pb=(1,1,2,2)T

23. (a) One can find a basis for N(AT) in the usual way by computing the
reduced row echelon form of AT.

11 1 1
5555_}[1100]
11 1 1 o 0 1 1
2 2 2 2

Setting the free variables equal to one and solving for the lead variables,
we end up with basis vectors x; = (—1,1,0,0)7, x = (0,0, —1,1)7. Since
these vectors are already orthogonal we need only normalize to obtain an
orthonormal basis for N (AT).

1 T 1
\/5( 1,1,0,0) ug_\/i
24. (a) Let U; be a matrix whose columns form an orthonormal basis for R(A)

and let Us be a matrix whose columns form an orthonormal basis for
N(AT). If we set U = (Uy,Us), then since R(A) and N(AT) are or-
thogonal complements in R™, it follows that U is an orthogonal matrix.
The unique projection matrix P onto R(A) is given P = U, U] and the
projection matrix onto N(A”) is given by UsU{ . Since U is orthogonal
it follows that

(0,0,—1,1)7

u; =

I=0U" =, Ul + U, U] = P+ U, UL
Thus the projection matrix onto N(AT) is given by
Ul =1—P
(b) The proof here is essentially the same as in part (a). Let V1 be a matrix
whose columns form an orthonormal basis for R(A”) and let V5 be a
matrix whose columns form an orthonormal basis for N(A). If we set
V = (V1, V), then since R(AT) and N(A) are orthogonal complements
in R™ it follows that V is an orthogonal matrix. The unique projection
matrix @ onto R(AT) is given Q = V1V{' and the projection matrix
onto N(A) is given by VaVy. Since V is orthogonal it follows that
I=VvVT =V + WVl =Q+ Wy
Thus the projection matrix onto N(A) is given by
VoV  =1-Q

25. (a) If U is a matrix whose columns form an orthonormal basis for S, then
the projection matrix P corresponding to S is given by P = UUT. It
follow that

P =wuhHwuh) =vwru)yut =vIvt =
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(b) PT = WwuhT = whHTuT =vuT =P

26. The (i,7) entry of ATA will be al'a;. This will be 0 if i # j. Thus ATA
is a diagonal matrix with diagonal elements afa;, alas,...,a’a,. The ith
entry of ATb is al'b. Thus if X is the solution to the normal equations, its
ith entry will be

alb bTal-

ala, ala;

27. Since p is the projection of v onto the subspace S it follows that p € S and
v—p € S*. So p and v — p are orthogonal. It follows from the Pythagorean
Law that

IvlI* = llp + (v = p)II* = [plI* + [[v - p|I?
and hence
Ipll* = [Ivl* = Iv = pI* < [Iv]?
So ||p]| < ||v|| and equality can hold if and only if p = v. Thus equality will
only occur if the vector v is already in S.

28. Since p is the projection of v onto the subspace S we can can write v as a
sum

v=p+(v-p)
where p € S and v — p € S*. It follows then that

(p,v) = (p,p+ (v—p)) = (p,p) + (P, v—p) = [|Ip|?
-0

—1

1 2

29. (a) <1,x>:/ 1xdm:%

—1

1
=0

1
30. (a) <1,23:—1>:/ 1-(2z—1)dz =2*—=
0 0

1

1
(b) ||1||2:<1,1>:/ L ldr—a| =1
0 0
! 1
||2x—1||2:/ (2 — 1)2d — &
0 3
Therefore
1
1]l =1 and 2x — 1|| = —
| 20~ 1=

(c¢) The best least squares approximation to 1/x from S is given by
U(z) = c11 + caV/3(2x — 1)

where

! 2
c1 = <1,3:1/2>:/ 12'2de = =
0 3

co = (V3(2r — 1),3:1/2> = /01 V3(2z — 1)331/2(13: _ %

STUDENTS-HUB.co r.ﬁopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzllbaded By ano nym ous



Section 5 111

Thus
l(z) = §~1+ %(\/5(233— 1))
= %(x + %)
31. Wesaw in Example 3 that {1/1/2, cosz, cos 2z, .. ., cosnz} is an orthonormal

set. In Section 4, Exercise 9 we saw that the functions cos kx and sin jx were
orthogonal unit vectors in C[—m, 7]. Furthermore

<1S..>1/”1S..d 0
—,IH.I = — — SN jr axr —
2 7). 2

Therefore {1/v/2,cosx,cos2x, ..., cosnz,sinz,sin2z,. .., sinnz} is an or-
thonormal set of vectors.

32. The coefficients of the best approximation are given by

1 s 2 us
a0:<1,|3:|>:—/ 1~|3:|d3::—/ rdr=m
T ) T Jo

2 (7 4
ay = (cosz, |z|) = — xeosxdr =——
™ 0 ™

2 s
as = —/ rcos2xdr =0
0

™
To compute the coefficients of the sin terms we must integrate zsinx and
xsin2z from —7 to 7. Since both of these are odd functions the integrals
will be 0. Therefore by = bs = 0. The best trigonometric approximation of
degree 2 or less is given by
T 4
p(z) = 5~ oS
33. If u = c1x1 + coXg + - -+ + cxXp is an element of S; and v = cpr1Xp41 +
Ck4+2Xk+t2 + -+ + cnXy, is an element of So, then

k n
(u,v) = <ZCin‘, Z cjxj>

i=1 j=k+1
k n

=Y D cclxix)
k=1j=k+1

=0

34. (a) By Theorem 5.5.2,

X =

k n
(x, xi)x; = Z(X, Xi)X; + Z (x,Xi)X; = P1 + P2

1 =1 i=k+1

n

%
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(b) It follows from Exercise 33 that Sy C Si-. On the other hand if x € Si-
then by part (a) x = p; + P, Since x € S, (x,x;) =0 fori=1,...,k.
Thus p; = 0 and x = p, € Sy. Therefore S, = S+.

35. Let
1

u,=——x; for i=1,....n
(s3]

By Theorem 5.5.8 the best least squares approximation to x from S is given
by

36. (a) If w is an n-th root of unity then
0=1-v"=1-u)(1+u+u®+---F+u""
So if u # 1 then

l4+utu?+-+u" =0
(b) wl = e*™ = cos(27) + isin(27r) =1
(¢) uj, zi are n-th roots of unity since
— @) = T = =

_ (w;(kfl))n _ (wz)f(kfl) _ 117k -1

u

=3 <3

z

and u;z is an n-th root of unity since

(ujzg)" =ujzy =1-1=1

37. Let C = F,,G,. The (4, k) entry of C is given by
cik = fjrgik + fjagek + -+ fin—19n-1k
=1-14u;z —|—u?z,% + 4 u}l*lz,?*l
= T4ujz + (ujze)* + -+ (ujze)” !
38. It follows from Exercise 37 that if C' = F,,G,, then the (4, j) entry C is
cik = 14+ujz + (ujze)® + -+ (ujze)" !

When j = k, we have u;jz; = 1, so ¢;; = n. If j # k then u;z; is an n-th
root of unity and w;z; # 1. Using the result from Exercise 36(a) we have
that c;r = 0. It follows then that F,G,, = nl and hence we have

1
Fl=-G,
n

In general if z is any complex number with magnitude 1, then zz = |22 = 1
and hence

=z

1
z

NI
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Section 6

Since the entries of F), all have magnitude 1, it follows that entries of G,,
satisfy

gjk = = fik
J ka J
and hence
4 1 1
E -G, =—-F,
n n

THE GRAM-SCHMIDT PROCESS

9. T11 = Hle =5

10.

11.

3

1
qlz—xlz[

T
T11 ]

_ ~T _ —_ ~T —
T12—q1X2—2 and T13—q1X3—1

(G101 V]
ot =

2
’5’

|~

O [2 44 §]T O [1 3.7 é]T
2 2 1241 5 5 55 y X3 3 1391 5°5 5’5
raz = V)| =2

1 oa) (1 2 247
T23:X3TQ2:1
X§2) :Xgl)—T23q2: 0, 1, -1, 0)F
rag = ||Ix{| = V2

1 1 1 r

== (075 75)

If A has only 2 columns that the QR for both the classical Gram-Schmidt
Process and the Modified Gram-Schmidt algorithm are carried out using the
exact same arithmetic.

rin = [ar] and iy = [Jay
. 1

q; = —ag and q; = z—a

11 T11
T12 = q’{aQ and f12 - qriraQ
roo = |lag —r12qq|| and Tos = |lag — T12Q,||

1 - 1 - -
q2 = —(a2 —_ T12q1) a,nd q2 - ~_(a2 - r12q1)

22 T22
If A has 3 columns, then the computation of q;, qs, 711, 712, 713 Will be ex-
actly the same for both algorithms as was shown in the previous exercise for
matrices with 2 columns. However, in finite precision arithmetic the com-
puted 723 for the modified Gram-Schmidt algorithm will differ from the 73
computed using the classical Gram-Schmidt process. In the classical process
we compute

T
T23 = (3 a2

STUDENTS-HUB.co r.Flopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ lelb ad e d By

. anonymous



114 Chapter 5

In the modified version before computing r23 we modify the second column
of A by setting
al
2

=az — 7"12(11
and then we compute
~ ~ 1 ~ ~ ~ ~ ~ ~T ~
T23 = qQTag ) = qg(az —T12qQy) = qga2 - 7"12QQT(11

Since q; = q;, dy = q9, and 712 = r12 we have
S T
723 = T'23 + T12d3 A

If all computations had been carried out in exact arithmetic, then qZq,
would equal 0 and hence we would have 793 = r23. However, in finite precision
arithmetic the scalar product qq; will not be exactly equal to 0, so the
computed values of 723 and r93 will not be equal.

12. If the Gram-Schmidt process is applied to a set {vi,va,v3} and vs is in
Span(vy, va), then the process will break down at the third step. If u;, us
have been constructed so that they form an orthonormal basis for Sy =
Span(vy, va), then the projection p, of vs onto Sy is v3 (since vs is already
in S3). Thus vz — p, will be the zero vector and hence we cannot normalize
to obtain a unit vector us.

13. (a) Since

P=cad; +c2q; +- -+ cq,
is the projection of b onto R(A) and q;,qs, . . ., q,, form an orthonormal
basis for R(A), it follows that

Cj:q?b jZl,...,TL
and hence
c=Q™b

(b) p=c1q; + 20y + -+ enq, = Qe = QQ'b

(c) Both A(ATA)~1AT and QQT are projection matrices that project vec-
tors onto R(A). Since the projection matrix is unique for a given sub-
space it follows that

QQT _ A(ATA)flAT

14. (a) If {vy,...,vi} is an orthonormal basis for V' then by Theorem 3.4.4 it
can be extended to form a basis {v1,..., Vg, Ugt1, Uk42, . .., Wy } for U.
If we apply the Gram-Schmidt process to this basis, then since vy, ..., vg
are already orthonormal vectors, they will remain unchanged and we
with end up with an orthonormal basis {v1,..., Vi, Vi1, .., Vi }.
(b) If u is any vector in U, we can write
(1) u=c1vi+--+cpvg + Ckr1Vir1 + - F Vi = V+ W

where

v=cvi+---Fepvp €V and W = Cpt1Vit1+-FCmVim) €W
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Therefore, U = V 4+ W. The representation (1) is unique. Indeed if
U=V+wW=X+Yy
where v, x are in V and w,y are in W, then
V-X=y—W

and hence v—x € VNW. Since V and W are orthogonal subspaces we
have V N W = {0} and hence v = x. By the same reasoning w = y. It
follows then that U =V @ W.

15. Let m = dimU, k = dimV, and W = UNV. If dimW = r > 0 and

{v1,...,v,} is a basis for W, then by Exercise 13(a) we can extend this
basis to an orthonormal basis {v1,...,V,, V,y1,..., vk} for V. Let
‘/1 = Spa’n(vT+la ) Vk)

By Exercise 13(b) we have V.= W @ V;. We claim that U +V = U @ V4.

Since Vi is a subspace of V' it follows that U + V; is a subspace of U + V.

On the other hand, if x is in U 4+ V then
x=u+v=ut+(w+vy)=(u+w)+wv;

where u e U, ve V, we W, and v; € V4. Since u+ w is in U it follows
that x is in U + V; and hence U + V = U + V;. To show that we have a
direct sum we must show that U NV; = {0}. If z € U N V; then z is also
in the larger subspace W = U N V. So z is in both V; and W. However, by
construction Vj is orthogonal to W, so the intersection of the two subspaces
must be {0}. Therefore U N V; = {0}. It follows then that

U+V=UaV
and hence
dm(U+V) = dm(U V) =dimU +dimV;
=m+(k—-r)=m+k—r
= dimU 4+ dimV — dim(U NV)

7 | ORTHOGONAL POLYNOMIALS

3. Let & = cos¥.
(a) 2T, ()T, (x) = 2 cos mb cos nb

= cos(m +n)f + cos(m — n)f
= Tmin (33) +Tmn (33)
(b) T (T (x)) = Tin(cosnb) = cos(mnb) = Ty ()

5. pn(x) = anz™ + ¢(x) where degree ¢(z) < n. By Theorem 5.7.1, (g, pn) = 0.
It follows then that

I = (anz" + q(z), p(x))
(227 <$napn> + <Qapn>

||pn
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= an <$n,pn>

6. (b) Un_1(x) = 77 ()

n

_1dT, [dw
T nde /! do
_ sinnf
"~ sinf

i 1)6 0 sinnf
7. (a) Un(z) — 2l () = sin(n+1)0  cosfsinn

sin 6 sin 6
sin né cos 0 + cosnf sin @ — cos f sinnd

sin 6

= cosnb

= Tu(x)
_ sin(n +1)0 +sin(n — 1)0

(0) Un(a) +Un-a(e) = L
_ 2sinnfcosd
sin 6

= 2z2U,_1(x)

Un(x) =22U,-1(x) — Up—2(x)

8. (U, Uy) = [ Un(2) U (2)(1 — 22)/2dz

= /7T sin[(n 4+ 1)0] sin[(m + 1)0]d0 (z = cos0)
0

=0 if m#n
9. (i)n:O,y:Ly/:O,y//zo
(1—2)y” =22y +0-1-1=0

(i) n=1lLy=P(x)=z,y¥=1,4"=0
(1-22)-0-22-1+1-22=0

1
(iii) ”:2,3/:132(35):; [362_5]’3/:33:,3/’:3
1
(1—$2)'3—2$-3x+6~; [xQ—g] =0

10. (a) Prove: H! (z) =2nH,_1(z), n=0,1,2,....
Proof: The proof is by mathematical induction. In the case n =0
Hi(z) =0=2nH_4(x)
Assume
H(z) = 2kHy_1(x)
for all £ < n.
H,1(x) =22H,(x) — 2nH,_1(x)
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Differentiating both sides we get
H), . (x) = 2H, + 2zH, — 2nH,

n—1

2H,, + 2z[2nH, 1] — 2n[2(n — 1)H,,_2]
9H, + 2n[22Hp_1 — 2(n — 1) H,_s)
2H, +2nH,

= 2(n+ 1)H,

(b) Prove: H)!(z) — 2zH] (z) + 2nH,(x) =0,n=0,1,....
Proof: It follows from part (a) that
H! () = 2nH, _1(2)
H!'(x) = 2nH,, _,(z) =4n(n —1)H,_2(z)

Therefore

H!!(z) — 22 H/ (x) + 2nH,(x)
= 4dn(n — 1)H,_o(x) — denH,_1(x) + 2nH,(x)
= 2n[Hp(x) —2eH,_1(x) + 2(n — 1)H,—2(x)]
0

12. If f(z) is a polynomial of degree less than n and P(z) is the Lagrange
interpolating polynomial that agrees with f(z) at x1,...,2,, then degree
P(z) <n—1.If we set

h(z) = P(z) — f(z)

then the degree of h is also < n —1 and
h(zx;) = P(x;) — f(z;) =0 i=1,...,n
Therefore h must be the zero polynomial and hence

P(x) = f(z)

15. (a) The quadrature formula approximates the integral of f(x) by a sum
which is equal to the exact value of the integral of Lagrange polynomial
that interpolates f at the given points. In the case where f is a polyno-
mial of degree less than n, the Lagrange polynomial will be equal to f,
so the quadrature formula will yield the exact answer.

(b) If we take the constant function f(x) = 1 and apply the quadrature
formula we get

[ fa)dn = Avfar) + Aafa) +t Auf (o)

1

-1
2 = Ay + Ay +-+ A,
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16. (a) If j > 1 then the Legendre polynomial P; is orthogonal to Py = 1. Thus
we have

(1) [1 Pj(z)dr = [1 Py(2)Py(z)dz = (P}, Po) =0 (j > 1)

The n-point Gauss-Legendre quadrature formula will yield the exact
value of the integral of f(x) whenever f(x) is a polynomial of degree
less than 2n. So in particular for f(z) = P;(z) we have

1
1
It follows from (1) and (2) that

Pj(xz1)A1 + Pj(x2)A2 + - -+ Pj(zn)An =0 for 1<j<2n

(b)
Ap+Ag+--+ A, =
Pl(.Il)Al + Pl({EQ)AQ —+ -4 Pl(.In)An =
Pro1(z1)Ar + Pra(w2) A2 + -+ Poi(20)An = 0
17. (a) If ||Q,]| =1 for each j, then in the recursion relation we will have

@k, Qi)
" Oy L k=D

and hence the recursion relation for the orthonormal sequence simplifies
to

g 41Qk+1() = 2Q(2) — Br41Qk(7) — axQr—1(z) (k> 0)

where )_; is taken to be the zero polynomial.
(b) For k =0,...,n—1 we can rewrite the recursion relation in part (a) in
the form

arQr—1(x) + Bet1Qk(x) + apt1Qry1(r) = 2Qr(x)

Let X\ be any root of @,, and let us plug it into each of the n-equations.
Note that the first equation (k = 0) will be

B1Qo(N) + a1Q1(N) = AQo(N)

since (Q_1 is the zero polynomial. For (2 < k < n — 2) intermediate
equations are all of the form

arQr—1(A) + Be41Qr(N) + art1Qr+1(A) = AQk(X)
The last equation (k =n — 1) will be

O‘nlen72(>\) + 671an1()‘) = Aanl(A)
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since @, (A) = 0. We now have a system of n equations in the variable
A. If we rewrite it in matrix form we get

B1 a1 QO()\) QO()‘>
ar B a2 Ql()‘) Ql()‘)
R : — A :
Qp—2 67171 Qp—1 Qn72()\) Qn72()\)

Op—1 671 anl()\) anl()\)

MATLAB EXERCISES

1. (b) By the Cauchy-Schwarz Inequality

"y | < [Ix[lly]

Therefore
] = Xyl
[yl
3. (c¢) From the graph it should be clear that you get a better fit at the bottom
of the atmosphere.

5. (a) A is the product of two random matrices. One would expect that both
of the random matrices will have full rank, that is, rank 2. Since the row
vectors of A are linear combinations of the row vectors of the second
random matrix, one would also expect that A would have rank 2. If the
rank of A is 2, then the nullity of A should be 5 —2 = 3.

(b) Since the column vectors of @ form an orthonormal basis for R(A)
and the column vectors of W form an orthonormal basis for N(AT) =
R(A)*, the column vectors of S = (Q W) form an orthonormal basis
for R® and hence S is an orthogonal matrix. Each column vector of W
is in N(AT). Thus it follows that

AW =0
and
WTA=ATW)T =0T
(c) Since S is an orthogonal matrix, we have

=557 =(@Q W) [%TT] —QQT + WwwT

Thus
QQT =1-wwT
and it follows that
QRTA=A-WWIA=A-WO=A
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(d) If b € R(A), then b = Ax for some x € R>. It follows from part (c)
that

QQ"™b = QQ”(Ax) = (QQTA)x = Ax =b

Alternatively, one could also argue that since b € N(AT)® and the
columns of W form an orthonormal basis for N (A7T)

Wb =0
and hence it follows that
QR =T -WWwT)b=b
(e) If q is the projection of ¢ onto R(A) and r = ¢ — q, then
c=q-+r

and r is the projection of ¢ onto N(AT).

(f) Since the projection of a vector onto a subspace is unique, w must
equal r.

(g) To compute the projection matrix U, set

U=YxY'

Since y is already in R(A”), the projection matrix U should have no
effect on y. Thus Uy = y. The vector s = b — y is the projection of b
onto R(A)* = N(A). Thus s € N(A) and As = 0.

(h) The vectors s and Vb should be equal since they are both projections
of b onto N(A).

CHAPTER TEST A

1. The statement is false. For example, in R? if

(1) (1

then the vector projection of x onto y is

k=)
\
"
SS
<
<
I
| =
<
I
Vo
N[= N[
| S

and the vector projection of y onto x is
b (o)

xTx

2. The statement is false. If x and y are unit vectors and 6 is the angle between
the two vectors, then the condition |x”y| = 1 implies that cos # = +1. Thus
y =x or y = —x. So the vectors x and y are linearly dependent.
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3. The statement is false. For example, consider the one-dimensional subspaces
U = Span(e1), V = Span(es), W = Span(e; + e3)

Since e; L e3 and es L (e1 + e2), it follows that U L V and V 1L W.
However e; is not orthogonal to e; + e2, so U and W are not orthogonal
subspaces.

4. The statement is false. If y is in the column space of and ATy = 0, then y
is also in N(AT). But R(A) (N N(AT) = {0}. So y must be the zero vector.

5. The statement is true. The matrices A and ATA have the same rank. (See
Exercise 13 of Section 2.) Similarly, A7 and AAT have the same rank. By
Theorem 3.6.6 the matrices A and AT have the same rank. It follows then
that

rank(ATA) = rank(A) = rank(AT) = rank(4A7T)

6. The statement is false. Although the least squares problem will not have
a unique solution the projection of a vector onto any subspace is always
unique. See Theorem 5.3.1 or Theorem 5.5.8.

7. The statement is true. If A is m x n and N(A) = {0}, then A has rank n
and it follows from Theorem 5.3.2 that the least squares problem will have
a unique solution.

8. The statement is true. In general an n x n matrix ) is orthogonal if and
only if Q7Q = I. If Q1 and Q3 are both n x n orthogonal matrices, then

(Q1Q2)7(Q1Q2) = QF QT Q102 = QY 1Q = QI Q2 =1
Therefore @1Q)2 is an orthogonal matrix.

9. The statement is true. The matrix UTU is a k x k and its (i,j) entry is
uiTuj. Since uy, us, ..., u; are orthonormal vectors, ul-Tuj =1if¢ =75 and
it is equal to 0 otherwise.

10. The statement is false. The statement is only true in the case k = n. In the
case k < n if we extend the given set of vectors to an orthonormal basis
{uy,ug,...,u,} for R"™ and set

V= (Ukt1,..-,u,), W=(UYV)
then W is an orthogonal matrix and
I=wwT =vU"+vvT
So UUT is actually equal to I — VVT. As an example let

U=

W WIN Wl
WIN Wl Wl

The column vectors u; and uy form an orthonormal set and

[

©J00 O Ol

vuT =

W W=
W= WIN

WM Wl wlN

| S
©OIN ©|w ©lut
OIN O|UT Ol

WIN WM W[
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Thus UUT # I. Note that if we set

us =

Wl WIN WIN

then {u;, us, u3} is an orthonormal basis for R? and

UUT + uguj =

O O ©Ofut

©IN ©Ofut O

©]oo Ol ©|

O Ol Ol

O Ol O

O O ©[N
~

CHAPTER TEST B

Ty 3 212 \*
]_ = — = — = ———_0
T
52 4
b) x—p=(2,2,=
()X p (3’3’3’)
10 2 8
T
_ — 22 0=0
(x—p)'p 9+9+9+

(¢ Ix|I*P=1+1+4+4=10

4 1 4 25 4 16
ol 4l = (5 3+ 3+0)+ (24 1+ ) =149 10

2. (a) By the Cauchy-Schwarz inequality

| (vi,v2) | < [[vallllve]
(b) If
[ (vi,v2) | = [[vall[lvz]

then equality holds in the Cauchy-Schwarz inequality and this can only
happen if the two vectors are linearly dependent.

[vi+ val* = (vi+va,vi+vs)

= (v, v1) +2(v1, v2) + (V2,v2)

[vil® + 2]villl[va]l + [[v2]*  (Cauchy — Schwarz)

(Ivall =+ [lv2])?

4. (a) If A has rank 4 then AT must also have rank 4. The matrix AT has
7 columns, so by the Rank-Nullity theorem its rank and nullity must
add up to 7. Since the rank is 4, the nullity must be 3 and hence
dim N(AT) = 3. The orthogonal complement of N(AT) is R(A).

(b) If x is in R(A) and ATx = 0 then x is also in N(AT). Since R(A) and
N(AT) are orthogonal subspaces their intersection is {0}. Therefore
x =0 and ||x|| = 0.

IN
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(c) dim N(AT A) = dim N(A) = 1 by the Rank-Nullity Theorem. Therefore
the normal equations will involve a free variable and hence the least
squares problem will have infinitely many solutions.

5. If 0, is the angle between x and y and 65 is the angle between @x and Qy
then
@x)"Qy _x"Q"Qy = x'y

cos by = =

lexl eyl — Ixllyl I/l iyl

The angles 6, and 62 must both be in the interval [0, 7]. Since their cosines
are equal, the angles must be equal.

6. (a) If we let X = (x1,%2) then S = R(X) and hence
St =R(X)" =N(xT)
To find a basis for S+ we solve XTx = 0. The matrix

r (1 0 2
X‘[01—2]

= cos by

is already in reduced row echelon form with one free variable x3. If we
set x3 = a, then 1 = —2a and z2 = 2a. Thus S+ consists of all vectors
of the form (—2a,2a,a)’ and {(—2,2,1)T} is a basis for S*.

(b) S is the span of two linearly independent vectors and hence S can be
represented geometrically by a plane through the origin in 3-space. S+
corresponds to the line through the original that is normal to the plane
representing S.

(¢) To find the projection matrix we must find an orthonormal basis for
S+. Since dim S+ = 1 we need only normalize our single basis vector
to obtain an orthonormal basis. If we set u = $(—2,2,1)” then the
projection matrix is

O Ol Ol

Ol I ©OIN

——
|
N DN
N——
~—~
|
[N}
[N}
—
—
Il
|
©OINY Ol Ol

7. To find the best least squares fit we must find a least squares solution to the

System
cp1—c =1
c1+c =3
c1+2c =3

If A is the coefficient matrix for this system and b is the right hand side,
then the solution c to the least squares problem is the solution to the normal
equations AT Ac = A"b.

1 -1
s (111 (3 2
A= 2][; ;]—[2 ‘)
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o= (413 2] )

The augmented matrix for the normal equations is

3 2|7
2 6|8
The solution to this system is ¢ = (%2, 2)” and hence the best linear fit is

_ 13,5
flx) =%+ zz.
8. (a) It follows from Theorem 5.5.3 that

(X,y) =23+ (=2)-14+1-(—4) =0

(so x and y are orthogonal).
¢) By Parseval’s formula
y

I = 22+ (~2)? + 12 =9

and therefore ||x|| = 3.

9. (a) If x is any vector in N(AT) then x is in R(A)* and hence the projection
of x onto R(A) will be 0, i.e., Px = 0. The column vectors of Q are
all in N(AT) since Q projects vectors onto N(AT) and q; = Qe; for
1 <5 < 7.1t follows then that

PQ = (Pqy, Pqy, Pqs, Pq,, Pgs, Pqs, Pq;) = (0,0,0,0,0,0,0) = O

(b) Let {uy,uz, us, us} is an orthonormal basis for R(A) and let {us, ug, urs}
be an orthonormal basis for N(AT). If we set U; = (uy, ug, u3, uy)
and Uy = (us,ug,u7) then P = U;U{ and Q = UU]. The matrix
U = (U, Us) is orthogonal and hence U~! = U7 It follows then that

Ut

r=vv"= (i ) [UT] — 0T+ Uf =P +Q
2
10. (a) s =qfas=—1, 733 =qjas =3, py = —q; +3q, = (—2,1,-2,1)7

az — Ppg = (_35 _35 35 3)Ta 33 = Ha3 - p2H =6

q3 = %(_35 _35 35 3)T = (_%a _%a %a %)T

N—= N= N

c=Q"b=

N—= N= N

| [1]
1

=16
L 6
6

To solve the least squares problem we must solve the upper triangular
system Rx = c. The augmented matrix for this system is

2 -2 —-1]1
0 4 316
0 0 6|6

N—= N= N
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and the solution x = (%, ,1)7 is easily obtained using back substitu-

tion.

Lo

11. (a) {cosz,sinz) =1 [T coszsinzdr =0

(b) Since cosz and sinz are orthogonal we have by the Pythagorean Law
that

| cosx +sinz||* = || cosz|* + | sinz|?

1 [m 1 [7
= —/ cos’z dx + —/ sin’z dx
T J)_ T J)_

1 s
:—/ ldx =2
L

Therefore || cosz + sinz|| = V2.
12 (@) {ure),us(e)) = [, 5 Bade =0
(ur (@), u(2)) = [1, Tdw =1
(us(), ua(e)) = [ $a?do =1
(b) Let
o = (b)) == [ @40 e = .

co = (h(x),us(x)) = ?/1(351/34_332/3)3: dr — @

The best linear approximation to h(zx) is

+ -z

ol w
~|©

f(x) = crur(z) + cous(x) =
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Eigenvalues

1 | EIGENVALUES AND EIGENVECTORS

2. If A is triangular then A — a1 will be a triangular matrix with a zero entry
in the (¢,7) position. Since the determinant of a triangular matrix is the
product of its diagonal elements it follows that

det(A - CL“I) =0

Thus the eigenvalues of A are ai1,as9, ..., ann.
3. A is singular if and only if det(A) = 0. The scalar 0 is an eigenvalue if and
only if
det(A —0I) =det(4) =0
Thus A is singular if and only if one of its eigenvalues is 0.
This result could also be proved by noting that

det(A) =AM\,
and hence the det(A) = 0 if and only if one of the eigenvalues of A is 0.

126
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4. If A is a nonsingular matrix and X is an eigenvalue of A, then there exists a
nonzero vector x such that

Ax = Mx
A TAx = M 'x

It follows from Exercise 3 that A # 0. Therefore

A lx = %x (x #£0)

and hence 1/) is an eigenvalue of A~1.

5. The equation XA + B = X can be rewritten in the form X(A —I) = —B.
If A =1 is not an eigenvalue of A then A — I is nonsingular and it follows
that X = —B(A — I)~! is the unique solution to the system.

6. The proof is by induction. In the case where m = 1, A' = ) is an eigenvalue
of A with eigenvector x. Suppose A¥ is an eigenvalue of A* and x is an
eigenvector belonging to A¥.

APty = A(AFx) = A(VFx) = M Ax = A Fix

Thus A**1 is an eigenvalue of A**! and x is an eigenvector belonging to
A+ Tt follows by induction that if A an eigenvalue of A then A™ is an
eigenvalue of A™, form =1,2,...
7. Let A be an eigenvalue of A and let x is an eigenvector belonging to A.
(a) If B=1-2A+ A?, then
Bx = (I -2A+A%)x =x -2 x+ A\?x = (1 — 2A + \¥)x
Therefore x is an eigenvector of B belonging to the eigenvalue
w=1-—2\+ )2
(b) By part (a), if A is any eigenvalue of A, then u = 1 — 2\ + A\? is an
eigenvalue of B. In particular, if A = 1, is an eigenvalue of A with
eigenvector x, then g = 0 must be an eigenvalue of B. It follows then
from Exercise 3, that if A\ = 1 is an eigenvalue of A, then B = I —2A4— A?
is singular.
8. If A is idempotent and ) is an eigenvalue of A, then

Ax = Mx
A%x = Mx = Nx

and
A?x = Ax = Mx
Therefore
N =XNx=0
Since x # 0 it follows that
M =A=0

A=0 or A=1
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9. If \ is an eigenvalue of A, then A\* is an eigenvalue of A* (Exercise 6). If
Ak = O, then all of its eigenvalues are 0. Thus A* =0 and hence A = 0.

11. If Ay, Ao, ..., A, are the eigenvalues of A, then the eigenvalues of B are
N1:A1+1, ,UJ2:>\2+15 ) ,un:>\n+1

Similar matrices have the same eigenvalues, so A and B cannot be similar.
Note that if Ay = max(A1, A, ..., ), then pp = Ag + 1 is an eigenvalue of
B, but it is not an eigenvalue of A.

12. det(A—XI) = det((A—AI)T) = det(AT —AI). Thus A and AT have the same
characteristic polynomials and consequently must have the same eigenvalues.
The eigenspaces however will not be the same. For example

(11 s (10
(0 w10

both have eigenvalues

AM=X=1
The eigenspace of A corresponding to A = 1 is spanned by (1, 0)7 while
the eigenspace of AT is spanned by (0, 1)T. Exercise 32 shows how the
eigenvectors of A and AT are related.

13. det(A — M) = A% — (2cos )\ + 1. The discriminant will be negative unless
0 is a multiple of 7. The matrix A has the effect of rotating a real vector x
about the origin by an angle of §. Thus Ax will be a scalar multiple of x if
and only if 6 is a multiple of .

15. Since tr(A) equals the sum of the eigenvalues the result follows by solving

=1 i=1
fOI‘ )‘j'
ai; — A a
16. |1 12 NE N — (a11 + a22) A + (a11a22 — az1a12)
asy ag2 —

= A2 — (tr A)X + det(A)

17. If x is an eigenvector of A belonging to A, then any nonzero multiple of
x is also an eigenvector of A belonging to A. By Exercise 6 we know that
A™x = A"™x, so A"x must be an eigenvector of A belonging to A.
Alternatively we could have proved the result by noting that

AMx = N"x#0
and
A(ATx) = AT x = A™(Ax) = A™(Mx) = A(A™x)
18. If A — Ao/ has rank k, then by the rank-nullity theorem it follows that
N(A — X\oI) will have dimension n — k.
19. The subspace spanned by x and Ax will have dimension 1 if and only if x

and Ax are linearly dependent and x # 0. If x # 0 then the vectors x and
Ax will be linearly dependent if and only if Ax = Ax for some scalar A.
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20. (a) If « =a+bi and 8 = ¢+ di, then
at+fB=(a+c)+(b+d)yi=(a+c)—(b+d)i

and
a+ 5= (a—bi)+ (c—di) = (a+c)— (b+d)i
Therefore a + 3 =a + (.

Next we show that the conjugate of the product of two numbers is the
product of the conjugates.

af = (ac — bd) + (ad + be)i = (ac — bd) — (ad + be)i
af = (a — bi)(c — di) = (ac — bd) — (ad + be)i

Therefore aff = ag. L
(b) If A € R™*™ and B € R™*", then the (i, j) entry of AB is given by

ai1bij + aipba; + -+ ainbp; = G_ME—FGTQE—F e +m@
The expression on the right is the (i, j) entry of A B. Therefore
AB=AB
21. (a) If X is an eigenvalue of an orthogonal matrix @ and x is a unit eigen-
vector belonging to A then
(Al = AL = (2] = [|@x]] = [[x]| =1
(b) Since the eigenvalues of @ all have absolute value equal to 1, it follows
that
[det(Q)] = [+ Ap| =1
22. If @) is an orthogonal matrix with eigenvalue A = 1 and x is an eigenvector
belonging to A = 1, then @x = x and since Q7 = Q! we have
QTx=QTQx=Ix=x

Therefore x is an eigenvector of @7 belonging to the eigenvalue A = 1.
23. (a) Each eigenvalue has absolute value 1 and the product of the eigenvalues
is equal to 1. So if the eigenvalues are real and are ordered so that
A1 > Aa > As, then the only possible triples of eigenvalues are: (1,1,1)
and (1,—1,—1).
(b) The complex eigenvalues must be of the form A2 = cosf + isinf and
A3 = cosf — isin 6. It follows then that

M A2z = Ap(cos @ +isin@)(cos § — isin@) = Ay (cos? 6 4 sin® ) = \;
Therefore
)\1 = )\1)\2)\3 = det(A) =1

(c) If the eigenvalues of ) are all real then by part (a) at least one of the
eigenvalues must equal 1. If the eigenvalues are not all real then () must
have one pair of complex conjugate eigenvalues and one real eigenvalue.
By part (b) the real eigenvalue must be equal to 1. Therefore if @ is
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24.

25.

26.

27.

28.

29.

30.

a 3 x 3 orthogonal matrix with det(Q) = 1, then A = 1 must be an
eigenvalue.

If x = c1x1 + coxo + - - - + ¢-X,- is an element of S, then
Ax = (Cl>\1)X1 + (CQ)\Q)XQ + -+ (CTAT)XT

Thus Ax is also an element of S.
We must show that if B is a matrix that commutes with A and x is any
vector in the eigenspace N(A — AI) of A, then Bx is in N(A — AI). This
follows since

(A—A)Bx = ABx — ABx = BAx —ABx=B(A—-AX)x=B0=0
Since x # 0 and S is nonsingular it follows that Sx # 0. If B = S~1AS,
then AS = SB and it follows that

A(Sx) = (AS)x = SBx = S(Ax) = A\(Sx)

Therefore Sx is an eigenvector of A belonging to .
The vector x is nonzero since it is an eigenvector of A and since S is non-
singular, it follows that y = Sx # 0.

By = (af — SAS ')y = ay — SAS™!5x

= ay — SAx =ay — A\Sx = (a— Ny

Therefore y is an eigenvector of B belonging to the eigenvalue p = o — A.
If x is an eigenvector of A belonging to the eigenvalue A and x is also an
eigenvector of B corresponding to the eigenvalue p, then

(@A + BB)x = aAx + BBx = adx + fux = (aA + Bu)x

Therefore x is an eigenvector of «A 4+ BB belonging to aX + SBu.
If A # 0 and x is an eigenvector belonging to A, then

Ax = )ix
x = XAX
Since Ax is in R(A) it follows that %Ax isin R(A).
If
A =ciuju? + ugul + -+ ¢ u,u?
then fori=1,...,n

T T T
Au; = cpuiug u; + ceuguy u; + - - -+ cpup U, Uy
Since ul'u; = 0 unless j = i, it follows that
J ] )
T
Aul- = cGuu; u; = ciu,

and hence ¢; is an eigenvalue of A with eigenvector u;. The matrix A is sym-
metric since each c;u;ul is symmetric and any sum of symmetric matrices
is symmetric.
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31. If the columns of A each add up to a fixed constant ¢ then the row vectors of
A— 61 all add up to (0,0,...,0). Thus the row vectors of A— 41 are linearly
dependent and hence A — 1 is singular. Therefore ¢ is an eigenvalue of A.

32. Since y is an eigenvector of AT belonging to Ao it follows that

xTATy = \xTy
The expression x7ATy can also be written in the form (Ax)Ty. Since x is
an eigenvector of A belonging to A1, it follows that

xTATy = (Ax)Ty = \ixTy
Therefore
()\1 — )\Q)XT}’ =0

and since A1 # Ag, the vectors x and y must be orthogonal.

33. (a) If X is a nonzero eigenvalue of AB with eigenvector x, then let y = Bx.
Since

Ay =ABx=Xx#0
it follows that y # 0 and
BAy = BA(Bx) = B(ABx) = BAx = \y

Thus A is also an eigenvalue of BA with eigenvector y.
(b) If A =0 is an eigenvalue of AB, then AB must be singular. Since

det(BA) = det(B) det(A) = det(A) det(B) = det(AB) =0
it follows that BA is also singular. Therefore A = 0 is an eigenvalue of

BA.

34. If AB — BA = I, then BA = AB — I. If the ecigenvalues of AB are
A1, A2y ..oy A, then it follows from Exercise 10 that the eigenvalues of BA
are A\ —1, Aoa—1, ..., A\, —1. This contradicts the result proved in Exercise 33
that AB and BA have the same eigenvalues.

35. (a) If \; is a root of p(\), then
AP =an AP+ ah ao
Thus if x = (A5 NP2 0000, )T, then
Ox =N\ AT = ix

and hence )\; is an eigenvalue of C' with eigenvector x.
(b) If \q,..., A\, are the roots of p(\), then

P = (D" A=) (A= An)

If A1, ..., A\, are all distinct then by part (a) they are the eigenvalues of
C'. Since the characteristic polynomial of C' has lead coefficient (—1)"
and roots A1, ..., A,, it must equal p(A).

STUDENTS-HUB.co r.ﬁopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzllbaded By ano nym ous



132 Chapter 6 e Eigenvalues

36. Let
Qm, m—1 a1 aq
1 —A 0 0
D, (\) =
0 0 e 1 A

It can be proved by induction on m that

det(Dy, (V) = (=1)™(amA™ + @1 A"+ + a1\ + ap)
If det(C' — AI) is expanded by cofactors along the first column one obtains
det(C — A1) = (an_1 —\)(=N)""! —det(D,_»)

= (=D = ap—1 X" = (=1)" 2 (ap—2X" " + -+ a1 ) + ap)
= (=1)"[A" = an A" = (an_2A"" 2+ F a1\ + ap)]

= (=D)"A" —ay 1 A" = ap AT — o — ag A — ag]

= p(\)

SYSTEMS OF LINEAR DIFFERENTIAL
EQUATIONS

3. (a) If

Y(t) = cre™Mixy + coe™txo + -+ cpeix,

then
Yo=Y(0)=cixo+ coxa+ -+ cpXn

(b) It follows from part (a) that

YO = Xc
If x1,...,%x, are linearly independent then X is nonsingular and we can
solve for c
C = X71Y0

7. It follows from the initial condition that
21(0) = a0 =2
25(0) = ago =2
and hence
ay =ay =2/c

Substituting for x; and z9 in the system

o = 2z 4+  x
xy = 1 — 29
yields
—a10%sinot = —2a; sinot + as sinot
—ag0%sinot =  agsinot — 2agsinot

STUDENTS-HUB.co r.Flopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ lelb ad e d By

. anonymous



Section 3 e Diagonalization 133

Replacing a1 and as by 2/0 we get
o2 =1
Using either 0 = —1, a1 = a3 = —2 or 0 = 1, a; = a2 = 2 we obtain the
solution
x1(t) = 2sint
x2(t) = 2sint
9. miyy = kiyr — ka(y2 — y1) — mug

mayy = ka(y2 — y1) — mag
11. If
y(") = agy + Gly/ 4o anfly(nfl)
and we set
vi=y, o=yi=v" ys=v=v" Y=y =y"

then the nth order equation can be written as a system of first order equa-
tions of the form Y’ = AY where

0 Yo 0o --- 0

0 0 ys - 0
A= :

0 0 0 Yn

agp a1 as Ap—1

3 | DIAGONALIZATION

1. The factorization X DX ! is not unique. However the diagonal elements of
D must be eigenvalues of A and if A; is the ith diagonal element of D, then
x; must be an eigenvector belonging to \;
(a) det(A—AI) = A2 —1 and hence the eigenvalues are A\; = 1 and A = —1.

x; = (1, 1)T and x5 = (=1, 1)T are eigenvectors belonging to A\; and
A2, respectively. Setting

1 -1 1 0
X_[1 1] and D_[O_l]
we have

et (1) (32 (5 )

(b) The eigenvalues are \; = 2, Ay = 1. If we take x; = (=2, 1)T and
x2 = (=3, 2)T, then

e (31 () (11
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(c) A1 =0, \a = —2. If we take x; = (4, 1)T and x5 = (2, 1)7, then

- 1[4 2 0 0 1/2 -1
A=XDX™ = [ 11 0 -2 -1/2 2
(d) The eigenvalues are the diagonal entries of A. The eigenvectors corre-

sponding to A\; = 2 are all multiples of (1, 0, 0)7. The eigenvectors
belonging to Ay = 1 are all multiples of (2, —1, 0) and the eigenvectors

corresponding to A3 = —1 are multiples (1, —3, 3)7.
2 1 2 0 0 12 32
A=XDX'=|0 -1 -3 0 1 0 0 -1 -1
0O 0 3 0 0 -1 0 o0 %

(e) )\1:1,)\2:2, )\3:—2
x1=(3, 1, 2)T, xo = (0, 3, )T, x3=(0, -1, 1)T

3.0 0 1 0 0 3 0 0
A=XDX'=|1 3 -1 0 2 0 -+ 11
2 1 1 0 0 -2 -2 -1 3
) M =2, d=X=0x=(1,2 3T, x=(1,0 )T x3=(-2, 1, 0)T
1 1 -2 2 T G
A=XDX'=|2 0o 1 0 -2 -3 2
3 1 0 0 -1 -1 1

2. If A= XDX™ !, then A® = XDS X1,

(a) D = [(1) Y ]6_

AS = XDSX—l = XX~1=7]
by 40— [ 2 3 2 0)°( -2 —-3) ( 253 3w
11 2 0 1 1 2 ) 7| —126 —190
@ =42 0 0)°( 1/2 -1) ( —64 256
R O T 0 -2 -1/2 2 ) 7| -32 128
1 2 1 2 0 0)°(1 2 5/3
(d) A= 0 -1 -3 0 1 0 0 -1 -1
0 0 3 0 0 -1 0 0 1/3
64 126 105
=]o 1 o
0 0 1
3.0 0 1 0 0)° I 0 o0
) A= |1 3 -1 0 -1
2 1 1 0 —2 -5 -1 3
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1 0 0
= | —21 64 o0
—42 0 64
6
-2 2 0 0 TR P
f A5=12 0 1 0 0 0 -2 -3 3
0 0 0 0 -1 -1 1
32 64 —32
= | 64 128 —o4
96 192 —96

3. If A= XDX ! is nonsingular, then A=t = XD-1x~!
(a) A= XD X1 = XDX 1= A

9 — 1 9 — -
b a2 0 1L oo 2 -3)_ (-1 -3
12 0 1 12 1 3
1 2 1 2 0 0) (1 2 3
(dAt=]10 -1 -3 0 1 0 0 -1 -1
0 0 3 0 0 -1 0 0 1
o1
=]lo0o 1 2
0 0 -1
3 .0 0 10 o0Y) " I 0 o0
(e A'=1]1 3 -1 0 2 0 -3 1 1
2 1 1 0 0 -2 -5 -1 3
1 0 0
N O -
- 4 4 4
31 3
4 4 4

4. (a) The eigenvalues of A are \; =1 and Ay =0
A=XDX"
Since D? = D it follows that

A2=XD*X'=XDX'=4

11 -1 9 0 0 1 -1 0
b)) A=|0 1 -1 0 4 0 0o 1 1
0 0 1 0 0 1 0 0 1
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1 1 -1 30 0 1 -1 0
B=XDYV?x1t =0 1 -1 0 2 0 0 1 1
0 0 1 0 0 1 0 0 1

3 -1 1

=10 2 1

0 0 1

5. If X diagonalizes A, then
X 1'AX =D

where D is a diagonal matrix. It follows that
D=D" = xTAT(X )T =y 14Ty

Therefore Y diagonalizes AT .

6. If A= XDX ! where D is a diagonal matrix whose diagonal elements are
all either 1 or —1, then D~! = D and

A'=XD !X 1=XDXx '1=4

7. If x is an eigenvector belonging to the eigenvalue a, then
0 1 0 1 0
0 0 1 z2 | =10
0 0 b—a T3 0

{EQZIEg:O

and it follows that

Thus the eigenspace corresponding to A\; = A2 = a has dimension 1 and
is spanned by (1, 0, 0)7. The matrix is defective since A\ = a is a double
eigenvalue and its eigenspace only has dimension 1.

8. (a) The characteristic polynomial of the matrix factors as follows.
PN = A2 - A)(a =)

Thus the only way that the matrix can have a multiple eigenvalue is
if @« = 0 or « = 2. In the case « = 0, we have that A = 0 is an
eigenvalue of multiplicity 2 and the corresponding eigenspace is spanned
by the vectors x; = (—1,1,0)7 and xo = e3. Since A = 0 has two
linearly independent eigenvectors, the matrix is not defective. Similarly
in the case a = 2 the matrix will not be defective since the eigenvalue
A = 2 possesses two linearly independent eigenvectors x; = (1, 1,0)%
and X9 = €e3.

9. If A — A\ has rank 1, then
dimN(A—-X)=4-1=3

Since A has multiplicity 3 the matrix is not defective.
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10. (a) The proof is by induction. In the case m =1,

Ax = i OziAXi = i Oli>\iXi
i=1

=1

If .
Arx = Z ai)\fxi
i=1
then
AFtlx = A(AFx) = A(i aAx;) = i i\ Ax; = i a i x;
i=1 i=1 i=1
(b) Tf A1 = 1, then

n
A"X = anx1 + Z ;A X,
i=2
Since 0 < \; < 1 for i = 2,...,n, it follows that \]* — 0 as m — oo.
Hence

lim A™x = a1x1
m—0o0

11. (a) Since A has real entries the eigenvalues and eigenvectors come in con-
jugate pairs. Since z; and zs are eigenvectors belonging to the distinct
eigenvalues \; = a + bi and Ay = a — bi, they must be linearly indepen-
dent (Theorem 6.3.1).

(b) If y = O then this implies that z; = x is a vector in R™ and so Ax must
also be a vector in R™. However, Ax = A1x, a vector with complex
entries. Since the two vectors cannot be equal, it follows that y must be
a nonzero vector.

If x and y were linearly dependent, then we would have x = cy for some
scalar ¢. Thus we would have

z1 = (c+ 1)y and zy = (¢ — 1)y

and consequently z; and z; would have to be linearly dependent. How-
ever, by part (a) z; and zs are linearly independent. Therefore x and y
cannot be linearly dependent.

12. If A is an n X n matrix and A is an eigenvalue of multiplicity n then A is
diagonalizable if and only if

dimN(A—-A) =n
or equivalently
rank(A — M) =0
The only way the rank can be 0 is if
A-)X =0
A=A
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13. If A is nilpotent, then 0 is an eigenvalue of multiplicity n. It follows from
Exercise 12 that A is diagonalizable if and only if A = O.

14. Let A be a diagonalizable n x n matrix. Let A1, Ao, ..., \x be the nonzero
eigenvalues of A. The remaining eigenvalues are all 0.
Mgl = A2 ==X, =0
If x; is an eigenvector belonging to A;, then
AXi:)\iXi ’L:L,k
Ax; =0 i=k+1,....n
Since A is diagonalizable we can choose eigenvectors xi, . .., X, which form

a basis for R". Given any vector x € R™ we can write
X =C1X1 + CoXo + -+ Xy
It follows that
Ax = ci \1X1 + coNoxg + -+ - + A\ Xk

Thus x1,...,X; span the column space of A and since they are linearly
independent they form a basis for the column space.

15. The matrix [ 8 (1) ] has rank 1 even though all of its eigenvalues are 0.
16. (a) Fori=1,...,k
bi = Bel- = XilAXei = XilAXi = )\Xflxl- = )\ei

Thus the first k£ columns of B will have A’s on the diagonal and 0’s in
the off diagonal positions.

(b) Clearly X is an eigenvalue of B whose multiplicity is at least k. Since A
and B are similar they have the same characteristic polynomial. Thus
A is an eigenvalue of A with multiplicity at least k.

17. (a) If x and y are nonzero vectors in R” and A = xy’, then A has rank 1.
Thus

dimN(A)=n—-1

It follows from Exercise 16 that A = 0 is an eigenvalue with multiplicity
greater than or equal to n — 1.
(b) By part (a)
AM=X==X_1=0

The sum of the eigenvalues is the trace of A which equals x”y. Thus

n
An = Z)\i =trA=x"y=y'x
i=1
Furthermore
Ax = xyTx = \X

so x is an eigenvector belonging to A,.
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(¢) Since dim N(A) = n—1, it follows that A = 0 has n—1 linearly indepen-
dent eigenvectors x1,Xa,...,X,—1. If A, # 0 and x,, is an eigenvector
belonging to \,, then x,, will be independent of x4, ..., x,—1 and hence
A will have n linearly independent eigenvectors.

18. If A is diagonalizable, then
A=XDX!

where D is a diagonal matrix. If B is similar to A, then there exists a
nonsingular matrix S such that B = S~ AS. It follows that

B = S HXDx 1S
= (7' X)D(stx)!

Therefore B is diagonalizable with diagonalizing matrix S=1X.

19. f A= XD, X! and B= XDy,X !, where D; and D5 are diagonal matri-
ces, then

AB = (XD X YY) (XDyX™ 1)
= XD;Dy X!
= XDyD X!
= (XD, X YY) (XD; X
= BA

20. If r; is an eigenvector belonging \; = t;; then we claim that
Tjgl,j =Tjt2,5 = =7Tnj =0

The eigenvector r; is a nontrivial solution to (I" — ¢;;I)x = 0. The aug-
mented matrix for this system is (I'—¢;;I | 0). The equations corresponding
to the last n — j rows of the augmented matrix do not involve the variables
21,%2,...,%;. These last n — j rows form a homogeneous system that is in
strict triangular form with respect to the unknowns x;41, 42, ..., Tn. The
solution to this strictly triangular system is

:Ej+1:$j+2:"':$n:0

Thus the last n — j entries of the eigenvector r; are all equal to 0. If we set
R = (r1,r9,...,r,) then R is upper triangular and R diagonalizes T

25. If A is stochastic then the entries of each of its column vectors will all add
up to 1, so the entries of each of the row vectors of A7 will all add up to 1
and consequently ATe = e. Therefore A\ = 1 is an eigenvalue of AT, Since A
and AT have the same eigenvalues, it follows that A = 1 is an eigenvalue of

A.

26. Since the rows of a doubly stochastic matrix A all add up to 1 it follows that
e is an eigenvector of A belonging to the eigenvalue A = 1. If A = 1 is the
dominant eigenvalue then for any starting probability vector xg, the Markov
chain will converge to a steady-state vector x = ce. Since the steady-state
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vector must be a probability vector we have

l=z1+220+-- -+ =CcH+c+---+c=mnc

and hence ¢ = 1

27. Let

eTxk

wy = Mxy, and ap =

n
It follows from equation (5) in the textbook that

T

Xpr1 = Axp = pMxy + Pee xi = pwi + (1 — p)age

28. (a) Since A? = O, it follows that

(¢) Since

o O =
— O
|
o
N——
-
Il
—_
[N}

it follows that

26—1 26—2

e e
29. (b)
—e+ % —e+ %

30. (d) The matrix A is defective, so eA* must be computed using the definition
of the matrix exponential. Since

1 0 1
A = 0 0 0 and A®=0
-1 0 -1

it follows that

t2
e = T+tA+ EAQ

1+t+ 312 t t+ 1t
— t 1 t
1,2 1,2
—t — 3t —t 1—t— 3t

The solution to the initial value problem is

1+t
Y = MY = 1

—1-—1
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31. If X is an eigenvalue of A and x is an eigenvector belonging to A then
1 1
etx = [I+A+—A2+—A3+---]x

2! 3!

= A 1AQ 1A?’

= X+ X—|—g X—|—§ X+

_ I 13

—X—|—)\X—|—g)\x—|—§)\x—|—-~

1, 1.,
_ [1+>\+i>\ + A +~-~]x
:e)\x

32. If A is diagonalizable with eigenvalues A1, Ag,...,\n, then A = XDX ! and

ed = XeP X1, The eigenvalues of of e are the diagonal entries of e”.

Since €3, €3, ..., e} are all nonzero, it follows that e” is nonsingular.

33. (a) Let A be a diagonalizable matrix with characteristic polynomial
PA) = a1 A"+ a4 ap A an

and let D be a diagonal matrix whose diagonal entries A1, ..., A\, are
the eigenvalues of A. The matrix

p(D) = a1 D™ 4+ asD" "t + -+ apD + ani1 1
is diagonal since it is a sum of diagonal matrices. Furthermore the jth
diagonal entry of p(D) is
arA\} + @)\}171 + - FapAj + ang1 =p(A;) =0
Therefore p(D) = O.
(b) If A= XDX !, then
p(A) = e A" + ap A"+ ap A+ ang ]
= XD"X ' 4 apXD" ' X 4 4 a, XDX ! 4 a, o XIXT!
= X(a1 D" 4 axD" '+ -+ apD + ap ) X!
= Xp(D)X!
=0
(¢) In part (b) we showed that
p(A) = a1 A" + a A" ot ag At an Il =0
If apy1 # 0, then we can solve for I.

IT=ci A" + A" P+ 4, A
a;

where ¢; = — for j =1,...,n. Thus if we set

An 41
q(A) = AV A" e 1At el

then
I = Aq(4)
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and it follows that A is nonsingular and

A7 =q(4)
4 | HERMITIAN MATRICES
1—21-1'
—1 1
2. (a) z2z1—[—2 ——2] L =0
2
1+1
oy [1—1 1+i] 2 1
S U 1|
2
zilzy = [_—Z —L] ﬁ =1
2 22 = 1=
V2 V2 -5

5. There will not be a unique unitary diagonalizing matrix for a given Hermitian
matrix A, however, the column vectors of any unitary diagonalizing matrix
must be unit eigenvectors of A.

1 ] ’
T V2

(a) A1 = 3 has a unit eigenvector [

—
o4

A2 = 1 has a unit eigenvector [

1
AN

—_ =
|

— =
N—

[\)
—_— [ [
o Sl Sl
Sl
[\)

T
3—1
b) A1 = 6 has a unit eigenvector | —
A2 = 1 has a unit eigenvector [—5 3~ Z]T
2 g \/% \/ﬁ
2 )
V14 V35
Q:
3—1 3—1
V14 V35
(¢) A1 = 3 has a unit eigenvecto [ ! ! O]T
= unit eigenv r | —, —,
' ¢ V2 V2
T

A2 = 2 has a unit eigenvector (0, 0, 1)
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1 -1 0
Q=—1| i o
\/5 0 \/5
(d) A1 =5 has a unit eigenvector |0 ! ! ]T
= unit eigenvector |0, —, ——
1 g \/5 5
T
2 1 1
A2 = 3 has a unit eigenvector | —, —, —]
6 V6 6
A3 = 0 has a unit eigenvecto ! ! 1]T
= unit eigenvector | ——, —=, —
’ ¢ V3 V3 V3
) 0 2 —V2
Q= NG V3 1 V2
-3 1 V2
(e) The eigenvalue \; = —1 has unit eigenvector \%(—1, 0, 7.
The eigenvalues A2 = A3 = 1 have unit eigenvectors \%(1, 0, )T and
(0, 1, 0)T. The three vectors form an orthonormal set. Thus
_1 1 0
V2 V2
Q= 0 0 1
1 1 0
V2 V2

is an orthogonal diagonalizing matrix.

T
1 1 1
f) A1 = 3 has a unit eigenvector q; = [—, —, —]
( ) 1 g 1 \/g \/g \/g
A2 = A3 = 0. The eigenspace corresponding to A\ = 0 has dimension 2.
It consists of all vectors x such that
X1 =+ Xro + Tr3 = 0

In this case we must choose a basis for the eigenspace consisting of

orthogonal unit vectors. If we take q, = \%(—1, 0, )T and q3 =
%6(—1, 2, —1)T then
X V2 -3 -1
=—| V2 0 2
MRY;
VPRVERRS|
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144 Chapter 6 e Eigenvalues

(g) A1 = 6 has unit eigenvector %6(—2, —1, 1)T, Ay = A3 = 0. The vectors
x; = (1, 0, 2)7 and x5 = (—1, 2, 0)T form a basis for the eigenspace
corresponding to A = 0. The Gram-Schmidt process can be used to
construct an orthonormal basis.

1 = |lxi| = V5
1 1 ,
qQ; = Exl = %(15 05 2)

1 1
P = (X2TQ1)(11 = —%(h = —5(1, 0, 2)T
T

4 2
X2 —P1 = [_ga 25 g]

2+/30
r22 = [[x2 —p4f| = 5
1
qQ = ﬁ(—l 5 17T

Thus

S S Sk

6. If A is Hermitian, then A = A. Comparing the diagonal entries of A¥ and
A we see that

Eu‘ = Q44 for 7= 1,...,7’L
Thus if A is Hermitian, then its diagonal entries must be real.

7. If A is Hermitian and ¢ = xAx*| then we can view c as either a scalar or as
a 1 x 1 matrix. Since transposing a 1 x 1 matrix has no effect on the matrix,
it follows that

= (c) = (xAx")H = (xT)H AHxH — xAxH = ¢

Therefore ¢ must be real.
8. If A is Hermitian and B = i A, then
BY =AY = (AT = —iA¥ = A= _B
Therefore B is skew Hermitian.

(a)

©

= (@) = (7)<
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(b)
(@A+BCVE = aA T BC = @A+BC)T =ad +BC" =aAl 1 BCH
(¢) In general
AB=AB
(See Exercise 17 of Section 1.) Using this we have
(AB)H = (AB)" = (AB)T =B A4 = BHAH

10. In each case we check to see if the given matrix is Hermitian. If so, the
eigenvalues will be real. If not, we should be able to come up with an example
having complex eigenvalues.

(a) If A and B are Hermitian then

ABH = BHAH — BA

Since BA is generally not equal to AB, the product will usually not be
Hermitian. To construct an example for simplicity we will take 2 x 2
real symmetric matrices. Let

1 0 1 2
a=(y 1) wam=(5 1)

Both A and B are symmetric, so they are also Hermitian and have real
eigenvalues, however,
1 2
w4 ]

is nonsymmetric with eigenvalues \; = V3i and Ay = —/3i. Therefore
the answer to part (a) is false.
(b) If C = ABA, then

CH = (ABAYH = AHBHAH — ABA=C
So the matrix C' = ABA is Hermitian and hence its eigenvalues must
all be real. Therefore the answer to part (b) is true.
11. (i) (z,2) = 2z = X|2]|? > 0 with equality if and only if z = 0

(i) (w,z) =zfw=2"Ww=w'z=wlz = (z,w)
(iii) (az+ Bw,u) = uf (az + pw) = au’z + puflw = a(z,u) + B(w,u)

12.

(z,ax + fy) = (ax+ Py, z)

I
o
El
X
+
=@
<
X

13. Forj=1,...,n

<Zauj> = <CL1111 + - '+0’nunauj> ! <u15uj> +etap <un,Uj> = aj
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Using the result from Exercise 12 we have
(z,w) = (z,biju; + - -+ buy,)
= E<Z,u1> 4. "+E<Z;un>
=biar+---+byan
14. The matrix A can be factored into a product A = QDQ¥ where

V2 0 0 4 0 0
Q= 0 i —i and D=0 2 0

Sl

01 1 0 0 0
Let

E =

O O N
O&O
o O O

Note that EZE = D. If we set

2 00
B=EQ"=10 —i 1
0 00
then
BB = (BQ")"(EQ") = QE"EQ" = QDQ" = A
15. (a) UHU = I =UUH
(c) If x is an eigenvector belonging to A then
[l = 1Ux]| = [IAx][ = [ Ix]
Therefore || must equal 1.
16. The matrix U is Hermitian since
U = (I -2uu)? =T -2 u? =T -2uu” =U
To show U is unitary we must show that U”U = I. This follows since
URU =U? = (I —2uu’)?
= I —4uu’? + 4u(ufu)u?
=1
17. Let U be a matrix that is both unitary and Hermitian. If A is an eigenvalue
of U and z is an eigenvector belonging to A, then

Uz=U"Uz=1z=12

and
U?z=U(Uz) = U(\z) = \(Uz) = \’z
Therefore
z = Mz
1-X)z =0

Since z # 0 it follows that \? = 1.
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18. (a) A and T are similar and hence have the same eigenvalues. Since T is
triangular, its eigenvalues are t11 and to5.
(b) It follows from the Schur decomposition of A that

AU =UT

where U is unitary. Comparing the first columns of each side of this
equation we see that
Au1 = Utl = t11u1
Hence u; is an eigenvector of A belonging to ¢1;.
(¢) Comparing the second column of AU = UT, we see that

AUQ = Ut2
= t12u1 +t22ug

Since u; and us are linearly independent, t1ou; + t22us cannot not be
equal to a scalar times us. So us is not an eigenvector of A.

19. (a) If the eigenvalues are all real, then there will be five 1 x 1 blocks. The
blocks can occur in any order depending on how the eigenvalues are
ordered.

(b) If A has three real eigenvalues and one pair of complex conjugate eigen-
values, then there will be three 1 x 1 blocks corresponding to the real
eigenvalues and one 2 x 2 block corresponding to the pair of complex
conjugate eigenvalues. The blocks may appear in any order on the di-
agonal of the Schur form matrix 7.

(¢) If A has one real eigenvalue and two pairs of complex eigenvalues then
there will be a single 1 x 1 block and two pairs of 2 x 2 blocks. The
three blocks may appear in any order along the diagonal of the Schur
form matrix 7.

20. If A has Schur decomposition UTU and the diagonal entries of 7" are all
distinct then by Exercise 20 in Section 3 there is an upper triangular matrix
R that diagonalizes T'. Thus we can factor T into a product RDR™! where
D is a diagonal matrix. It follows that

A=UTU" = U(RDR YU = (UR)D(R™'U™)

and hence the matrix X = UR diagonalizes A.

21. MH =(A—iB)T = AT —iBT
—-M=-A-1iB
Therefore M = —M if and only if A” = —A and BT = B.

22. If A is skew Hermitian, then A¥ = —A. Let \ be any eigenvalue of A and
let z be a unit eigenvector belonging to A. It follows that

2 Az = \a'z = \|z|? = \

and hence _
N =M = (2HAz)H = 2H Az = —2MAz = —\

This implies that A is purely imaginary.
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23. If A is normal then there exists a unitary matrix U that diagonalizes A. If D
is the diagonal matrix whose diagonal entries are the eigenvalues of A then
A =UDUH . The column vectors of U are orthonormal eigenvectors of A.
(a) Since A = (UDUH)H = UDHUH and the matrix D is diagonal, we
have that U diagonalizes A”. Therefore A has a complete orthonormal
set of eigenvectors and hence it is a normal matrix.

(b) I+ A=I+UDUH =UIUH" + +UDU" = +U(I + D)UH.
The matrix I + D is diagonal, so U diagonalizes I + A. Therefore I + A
has a complete orthonormal set of eigenvectors and hence it is a normal
matrix.

(c) A2=UD?*UH.
The matrix D? is diagonal, so U diagonalizes A2. Therefore A? has
a complete orthonormal set of eigenvectors and hence it is a normal
matrix.

24. B=SAS! = Ve
) V/a120a21 a22

Since B is symmetric it has real eigenvalues and an orthonormal set of
eigenvectors. The matrix A is similar to B, so it has the same eigenvalues.
Indeed, A is similar to the diagonal matrix D whose diagonal entries are the
eigenvalues of B. Therefore A is diagonalizable and hence it has two linearly
independent eigenvectors.

1 1—c —1—c
25. (a) A7l=1]1 2 1

0 1 1
0 1 0
A7ICA = 1 c+1 1
0 1 -1

(b) Let B= A~'CA. Since B and C are similar they have the same eigen-
values. The eigenvalues of C' are the roots of p(x). Thus the roots of
p(z) are the eigenvalues of B. We saw in part (a) that B is symmetric.
Thus all of the eigenvalues of B are real.

26. If A is Hermitian, then there is a unitary U that diagonalizes A. Thus

A = UDU#

H

u
A ;

)\2 up

= (u1,ug,...,uy,)
An

u/f
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uy
uf
(Arug, Agug, ..., Auy,)

H

u,

Alulufl + )\ngug + -+ )\nunuf
28. (a) Since the eigenvectors uy, .. ., u, form an orthonormal basis for C", the
coordinates of x with respect to this basis are ¢; = uffx; fori = 1,...,n.
It follows then that
X = cju; +coug + - -+ cpuy
Ax = ci1Au; + cpAuy + - -+ ¢, Au,
= Aiciug + Agcousg + - - -+ A cpuy
xHAx = MaxPug + decoxTus + -+ -+ Menxu,
= MC1C1 + AacaCo + -+ ApcCpCp
= Mler]® 4+ Azlea]® + -4+ Aleal?

By Parseval’s formula

xfx = |x]? = |||
Thus
xTAx
p(x) = xHx
>\1|01|2 + )\2|02|2 + -+ >\n|cn|2

llel?

(b) It follows from part (a) that

n n
An Y leil? MY leif?
1=1 1=1

Y E———
CE CE

A < p(x) <A
(¢) Since p(x,,) = A and p(x1) = A1, it follows from (b) that min p(x) = A,
and max p(x) = A1.
29. (a) If we substitute B = UTU¥ into the Sylvester’s equation, we end up
with
AX - XUTU" =C
We can then right multiply both sides of this equation by U
AXU - XUT =CU
If we set Y = XU and G = CU, the equation becomes

(1) AY - YT =G
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(b) The first columns of the matrices on both sides of equation (1) must be
equal. Hence we have

Ay, —tny; = g1
(A=tul)y, = g1
If ¢11 is not an eigenvalue of A, then (A — ¢111) is nonsingular and we
can solve this last equation for y,. Next we equate the second columns
of the matrices on each side of equation (1).
Ay, —Yt2 = g
Ayy — ti2yy — ta2ys = g2
It follows that
(2) (A —tal)y, = g2 — ti2yy

If t95 is not an eigenvalue of A, then A — t9o] is nonsingular and we
can solve equation (2) for y,. Next if we compare third, columns of
equation (1) then we see that

(A —t33])ys = g3 — t13y; — t23ys

In general if A and B have no common eigenvalues, then the matrices
A — t;;1 will all be nonsingular and hence we can solve for each of
the successive column vectors of Y. Once Y has been calculated, the
solution to Sylvester’s equation is X = YU,

5 | SINGULAR VALUE DECOMPOSITION

1. If A has singular value decomposition ULV7, then A7 has singular value
decomposition VXTUT. The matrices ¥ and 7 will have the same nonzero
diagonal elements. Thus A and A" have the same nonzero singular values.

3. If A is a matrix with singular value decomposition UX V", then the rank of
A is the number of nonzero singular values it possesses, the 2-norm is equal
to its largest singular value, and the closest matrix of rank 1 is oyu;v7.

(a) The rank of A is 1 and || A2 = v/10. The closest matrix of rank 1 is A
itself.

(¢) The rank of A is 2 and || A||2 = 4. The closest matrix of rank 1 is given
by

4111V1 =

O O NN
O O NN
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(d) The rank of A is 3 and ||A||2 = 3. The closest matrix of rank 1 is given
by

3111V1 =

o O O O
O Nw Nw O
O Nw Nw O

T
Basis for N(AT): u3 = [%, —%, %, —%] , Uy = [%, %, —%, —%]
6. If A is symmetric then ATA = A2. Thus the eigenvalues of the matrix A7A

are A7, A3,...,A2. The singular values of A are the positive square roots of
the eigenvalues of ATA.

T
5. (b) Basis for R(A): w1 = [%,%,%,%] ’

=]
)

7. The vectors v,41, ..., v, are all eigenvectors belonging to A = 0. Hence these
vectors are all in N(A) and since dim N(A) = n — r, they form a basis for
N(A). The vectors vy, ..., v, are all vectors in N(A4)+ = R(AT). Since dim
R(AT) = r, it follows that vy, ..., v, form an orthonormal basis for R(AT).

8. If Ais an n x n matrix with singular value decomposition A = UX V7T, then
ATA=vs?vT  and  AAT =URUT
It follows then that
VvIATAV = 32
UVTATAVUT = US?UT = AA"T
If we set X = VU7 then
AAT = XATAXT!
Therefore AT A and AAT are similar.
9. If \1, Ao, ..., \, are the eigenvalues of A, then
det(A) = AAg--- A\, anddet(A4)? = (A2 \y)?
It follows then that
det(AT A) = det(AT) det(A) = (Ao~ \p)?
We can also compute det(A” A) as the product of its eigenvalues.
det(ATA) = 0202 ... 02

Therefore
(Mg - .)\n)2 = (0109~ -%)2

Taking square roots we see that

|>\1)\2. . )\n| = 01020y,
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10. If A has singular value ULV?| then
ATul- = VZTUTul- = VZTel- = V(O’iei) = 0;V;

and
AVl' = UEVTVi = UZel = U(O’iei) = o;u;
It follows then that

B o O AT V; o AT u; o o;V; - -
*i= A O u; o AVl' o o;u; = 0%
and

By — O AT Vi) _(A"w ) | owvi )
Yi= A 0] u; o —AVl' o —o; Uy = T

Thus if 01, 09, .. ., 0, are the eigenvalues of A, then +o01, +09,...,+0, are
the eigenvalues of B. For each i, x; is an eigenvector of B belonging to o,
and y, is an eigenvector of B belonging to —o;

11. If o is a singular value of A, then ¢? is an eigenvalue of ATA. Let x be an
eigenvector of ATA belonging to o2. It follows that

ATAx = 0%x
xT ATAx = o?xTx
| Ax[|3 = o*|1x|3

_ [1Ax]l

BEYE

12. ATAx = ATAATD
= VXTuTusvTvs+tuTb
= VyTestuTo
For any vector y € R™
YIEnty = (o1y1, o2ya, .. onyn) T =2y
Thus
ATAx = vETeet(UTh) = vETU™b = A™b
13. P = AAT =UxVTVE+rUT = UusstuT
The matrix X371 is an m x m diagonal matrix whose diagonal entries are all
0’s and 1’s. Thus we have

(EEH)T =38t and (ZXF)2=3xxt
and it follows that
P? =yt =ustsut =P
PT = UyEshHTu? =ustsuT = P
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6 | QUADRATIC FORMS

1 1/2 -1
1. (c) [1/2 2 3/2]
-1 3/2 1
2. A =4, Ay — 2

1 1
V2 V2
Q:

1 L
V2 V2

If we set ,

X T
[y] N [y]

then

@a 0] = netaq (]

It follows that
OTAQ = 4 0
o 2
and the equation of the conic can be written in the form
A2+ 2y)? = 8
(@) | )

2+4

The positive x’ axis will be in the first quadrant in the direction of

=1

B [ 11 ] ’
QI - \/55 \/5
The positive y' axis will be in the second quadrant in the direction of
B [ 11 ] ’
Q2 - \/55 \/5

The graph will be exactly the same as Figure 6.6.3 except for the labeling

of the axes.
3. (b) A= [ i ;L ] . The eigenvalues are A\; = 7, A\ = —1 with orthonormal
eigenvectors
1 1)" 1 1)" ,
[ E, E ] and [— E, 7 ] respectively.
Let

=l ) e (B) e (5

The equation simplifies to
')~ (o) = 28
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v)? _ ()?

s 4
which is a hyperbola in standard form with respect to the z’y’ axis
system.
-3 3
(c) A= [ 3 5 ]
The eigenvalues are A\; = 6, A\s = —4 with orthonormal eigenvectors
[1 3]T and [ 3 1]T espectivel
—_—, — n —_—, — , T ively.
V0 V10 V0 V10 peevEy
Let

“mls ) e (5] (5)

The equation simplifies to

The graph will be a hyperbola.
4. Using a suitable rotation of axes, the equation translates to

()’ + X (y)? =1

Since A\; and \g differ in sign, the graph will be a hyperbola.
5. The equation can be transformed into the form

()’ + X (y) =a

If either \; or Ag is 0, then the graph is a pair of lines. Thus the conic section
will be nondegenerate if and only if the eigenvalues of A are nonzero. The
eigenvalues of A will be nonzero if and only if A is nonsingular.
6. (c) The eigenvalues are \; = 5, Ay = 2. Therefore the matrix is positive
definite.
(f) The eigenvalues are Ay = 8, Ay = 2, A3 = 2. Since all of the eigenvalues
are positive, the matrix is positive definite.

7. (d) The Hessian of f is at (1,1) is

[+ )

Its eigenvalues are \; = 9, Ao = 3. Since both are positive, the matrix
is positive definite and hence (1, 1) is a local minimum.
(e) The Hessian of f at (1, 0, 0) is

6 0 0
0 2 1
010
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Its eigenvalues are A\; =6, Ao =1+ \/5, A3 =1-— V2. Since they differ
in sign, (1, 0, 0) is a saddle point.
8. If A is symmetric positive definite, then all of its eigenvalues are positive. It
follows that
det(A) =X A, >0

The converse is not true. For example if I is the 2 x 2 identity matrix and
we set A = —I then det(A4) = (—1) - (—1) = 1, however, A is not positive
definite.

9. If A is symmetric positive definite, then all of the eigenvalues A1, A, ..., A, of
A are positive. Since 0 is not an eigenvalue, A is nonsingular. The eigenvalues
of A=t are 1/A\1, 1/X2,...,1/\,. Thus A~! has positive eigenvalues. Since
A~1is symmetric and its eigenvalues are all positive, the matrix is positive
definite.

10. ATA is positive semidefinite since
xTATAx = || Ax|]? > 0
If A is singular then there exists a nonzero vector x such that
Ax =0

It follows that
xTATAx = xTATO =0

and hence ATA is not positive definite.

11. Let X be an orthogonal diagonalizing matrix for A. If x4,...,x, are the
column vectors of X then by the remarks following Corollary 6.4.5 we can
write

Ax =\ (xTxl)xl + )\Q(XTXQ)XQ + o+ )\n(XTXn)Xn
Thus
xTAx = M\ (XTX1)2 + )\Q(XTXQ)2 +- 4 )\n(xTxn)2
12. If A is positive definite, then
elde; >0 for i=1,...,n
but
el-TAel- = el-Tal- = a;;

13. Let x be any nonzero vector in R™ and let y = Sx. Since S is nonsingular,

y is nonzero and

xT8TASx = yTAy > 0
Therefore STAS is positive definite.

14. If A is symmetric, then by Corollary 6.4.5 there is an orthogonal matrix U
that diagonalizes A.

A=UDU"
Since A is positive definite, the diagonal elements of D are all positive. If we
set

Q — UD1/2
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then the columns of ) are mutually orthogonal and
A (UD1/2)((D1/2)TUT)
= QQ"

7 | POSITIVE DEFINITE MATRICES

3. (a)
1 0 0 O 2 -1 0 0
Ao —% 1 0 O 0 % -1 0
- 2 4
0 -3 1 0 0 0 3 -1
0 0 —% 1 0 0 0 %

(b) Since the diagonal entries of U are all positive it follows that A can be
reduced to upper triangular form using only row operation III and the
pivot elements are all positive. Therefore A must be positive definite.

6. A is symmetric positive definite
(x,y) =x"Ay

(i) (x,x) =xTAx >0 (x#0)
since A is positive definite.
(i) (x,y) =x"Ay = x"ATy = (Ax)Ty = y"Ax = (y.x)
(iii) (ax + By, z) = (ax + By)TAz
= axTAz + pyTAz
a(x,2) + By, 2)

7. If L1D1U1 = LQDQUQ, then
(1) Dy'Ly LDy = U Uyt

Since the matrix U; can be transformed into the identity matrix using only
row operation IIT it follows that the diagonal entries of U; ' must all be
1. Since Uy and U; ! are both unit upper triangular, the product U,U; !
must also be unit upper triangular. Since the left hand side of equation (1)
represents a lower triangular matrix and the right hand side represents an
upper triangular matrix, both matrices must be diagonal. It follows then
that
Ut =1

and hence

Ly'Ly = DDt
Therefore Ly 'L; is a diagonal matrix and since its diagonal entries must
also be 1’s we have

UUrt =1=1L;"Ly = DyD;!

or equivalently
Uy = Uy, Ly = Ly, Dy =D,
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8. If A is a positive definite symmetric matrix then A can be factored into
a product A = QDQ” where Q is orthogonal and D is a diagonal matrix
whose diagonal elements are all positive. Let E be a diagonal matrix with
eii =+/di; for i =1,...,n. Since ETE = E? = D it follows that

A=QE"EQ" = (BQ")"(EQ") = B'B
where B = EQT.
9. If B is an m X n matrix of rank n and x # 0, then Bx # 0. It follows that

x'BTBx = |Bx|* > 0

Therefore BTB is positive definite.

10. If A is symmetric, then its eigenvalues A1, Ao, ..., A\, are all real and there
is an orthogonal matrix @) that diagonalizes A. It follows that

A=QDQT and e =QePQT

A

The matrix e is symmetric since

(eA)T _ Q(ED)TQT _ QEDQT _ €A
The eigenvalues of e are the diagonal entries of e”
A2 A

A n
:ulzela,uQ:e ceey np =€

Since e/ is symmetric and its eigenvalues are all positive, it follows that e
is positive definite.
11. Since B is symmetric
B? =B'B
Since B is also nonsingular, it follows from Theorem 6.7.1 that B? is positive
definite.

12. (a) A is positive definite since A is symmetric and its eigenvalues A\, = 1,
Ay = % are both positive. If x € R?, then

xTAx = 22 — zy29 + 22 = x'Bx

(b) If x # 0, then
x'Bx = xTAx > 0

since A is positive definite. Therefore B is also positive definite. How-

ever,
s (1 =2
re(y 7

is not positive definite. Indeed if x = (1,1)7, then
xTB%x =0
13. (a) If Ais an symmetric negative definite matrix, then its eigenvalues are all
negative. Since the determinant of A is the product of the eigenvalues,

it follows that det(A) will be positive if n is even and negative if n is
odd.
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(b) Let Ay denote the leading principal submatrix of A of order k and let
x1 be a nonzero vector in R*. If we set

x—[)f)l] x € R”

then
xlTAkxl =xTAx <0
Therefore the leading principal submatrices are all negative definite.
(¢) The result in part (c) follows as an immediate consequence of the results
from parts (a) and (b).
14. (a) Since Lk“Lgﬂ = Ak41, we have

[Lk 0][L{ Xk] Ay Yk]
xF oy o” ay yE Br
[ LpLT Lyxy ] Ay, Yi ]
xp Ly xpxe+af Yi B
Thus
Lpxk =yy
and hence

—1
xi = Ly,
Once x; has been computed one can solve for ay.

XX, +ap = B
ap = (B, — xpxx)'/?

(b) Cholesky Factorization Algorithm
Set Ll = (\/a)
Fork=1,...,.n—1
(1) Let y, be the vector consisting of the first k entries of a1
and let S be the (k + 1)st entry of agy;.
(2) Solve the lower triangular system Lpxj = yi for xi.

(3) Set ap = (6k — X{Xk)1/2
(4) Set
[ Lg O
Lyt = [ Xg o ]

End (For Loop)
L=1L,

The Cholesky decomposition of A is LLT.
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8 | NONNEGATIVE MATRICES

7. The matrices in parts (b) and (c) are reducible. Each can be transformed to
block lower triangular form using a permutation P.

(b)

1 0 0 0
0 0 0 1
P= 0O 0 1 0
0o 1 0 0
()
1 0 0 0 O
0o 0 1 0 0
P=]10 1 0 0 0
0 0 0 1 o0
0 0 0 0 1
8. It follows from Theorem 6.8.2 that the other two eigenvalues must be
o
Ao = 2exp [% =—-1+4+4/3
and
A
A3 = 2exp [% =—-1-iV3

N B O X Bx AX N
o (5 2) () (5 (5)
(b) Since B is a positive matrix it has a positive eigenvalue 1 satisfying
the three conditions in Perron’s Theorem. Similarly C' has a positive
eigenvalue ro satisfying the conditions of Perron’s Theorem. Let x; and

X9 be the positive eigenvectors of B and C, respectively, belonging to
their dominant eigenvalues r; and ry. Let

(3] o (2)

Let r = max(ry,r2). If ro < rq, then r = r; is the dominant eigenvalue
of A and x is a nonnegative eigenvector belonging to r. If r1 < 7o
then 7 = ry is the dominant eigenvalue of A and y is a nonnegative
eigenvector belonging to r = r9. If r = r1 = ry, then the eigenvalue
has multiplicity two and x and y are nonnegative eigenvectors of r that
form a basis for the eigenspace.

(¢) The eigenvalues of A are the eigenvalues of B and C. If B = C, then

r=ry =ry (from part (b))

is an eigenvalue of multiplicity 2. If x is a positive eigenvector of B
belonging to r then let
5]
7z =
X
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It follows that

e (5 5) (2)- () (2) -

Thus z is a positive eigenvector belonging to r.
10. There are only two possible partitions of the index set {1, 2}. If I; = {1}
and Iy = {2} then A will be reducible provided a1z = 0. If I; = {2} and
I = {1} then A will be reducible provided ag; = 0. Thus A is reducible if
and only if aj2a21 = 0.
11. If A is an irreducible nonnegative 2 x 2 matrix then it follows from Exercise
10 that aj2a21 > 0. The characteristic polynomial of A

p(\) = A? — (a11 + a22) A + (a11a22 — ajaaz;)

has roots

(a11 + az2) £ /(a11 + a22)? — 4(a11a22 — ar2a21)
2
The discriminant can be simplified to

(a11 — ag2)* + 4azaz;.

Thus both roots are real. The larger root r; is obtained using the + sign.

(a11 + a22) + /(a1 — a22)? + 4aizas

2
a1 + age + |ain — ag2]
>
2
= max(au, CLQQ)

>0

Finally r; has a positive eigenvector

a12
X =
T — a1l

The case where A has two eigenvalues of equal modulus can only occur when
a1 =ag =0
In this case A1 = /az1a12 and A2 = — /az1a12.
12. The eigenvalues of A¥ are \¥ = 1,)\5 ... \E. Clearly |)\§| <1 forj =
2,...,n. However, A* is a positive matrix and therefore by Perron’s theorem
A =1 is the dominant eigenvalue and it is a simple root of the characteristic
equation for A¥. Therefore [\f| < 1 for j =2,...,n and hence |\;| <1 for
j=2,...,n.
13. (a) It follows from Exercise 12 that A\; = 1 is the dominant eigenvector of
A. By Perron’s theorem it has a positive eigenvector x.
(b) Each y; in the chain is a probability vector and hence the coordinates
of each vector are nonnegative numbers adding up to 1. Therefore

lyjli=1 j=1,2,...
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(c) If
Yo = C1X1 + CoXa + - - + CpXp
then
Y = 1X1 + CQASXQ + 4 cn)\flxn
and since ||yx|| = 1 for each k and
02A§X2—|—~~~—|—cn)\flxn —0 k—

it follow that ¢y # 0.
(d) Since
Y = 1X1 + CQASXQ + 4 cn)\flxn
and |\;| < 1 for j =2,...,n it follows that

lim yi = c1x3
k—oo

c1x1 is the steady-state vector.

(e) Each yy is a probability vector and hence the limit vector ¢;x; must
also be a probability vector. Since x; is positive it follows that ¢; > 0.
Thus we have

[erxifloe =1

and hence 1

[BSH(PS
14. In general if the matrix is nonnegative then there is no guarantee that it
has a dominant eigenvalue with a positive eigenvector. So the results from
parts (c) and (d) of Exercise 13 would not hold in this case. On the other
hand if A* is a positive matrix for some k, then by Exercise 12, A\; = 1 is
the dominant eigenvalue of A and it has a positive eigenvector x;. Therefore
the results from Exercise 13 will be valid in this case.

C1

MATLAB EXERCISES

1. Initially x = e, the standard basis vector, and
5 5

Ax = —e; = -x
4 4
is in the same direction as x. So x; = e; is an eigenvector of A belonging to
the eigenvalue \; = %. When the initial vector is rotated so that x = es the

image will be

Ax = geg = gx
S0 Xg = eg is an eigenvector of A belonging to the eigenvalue Ay = %. The
second diagonal matrix has the same first eigenvalue-eigenvector pair and
the second eigenvector is again x = e, however, this time the eigenvalue is
negative since x and Axs are in opposite directions. In general for any 2 x 2
diagonal matrix D, the eigenvalues will be d1; and dg5 and the corresponding

eigenvectors will be e; and es.
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2. For the identity matrix the eigenvalues are the diagonal entries so A\; =
A2 = 1. In this case not only are e; and ey eigenvectors, but any vector
X = x1€1 + Toe2 is an eigenvector.

3. In this case x and Ax are equal when x makes an angle of 45° with the
x axis. So A\ = 1 is an eigenvalue with eigenvector

[ T . 7T] T [ 1 1 ] T

X1 = | cos —,sin — =|—= —

! 47 V22

The vectors x and Ax are unit vectors in opposite directions when x makes
an angle of 135° with the x axis. So A2 = —1 is an eigenvalue and the
corresponding eigenvector is

[ 3m . 3 ] T [ 11 ] ’

X9 = | cos —, sin — =|-—,—

2 4 4 V2 V2

4. In this case x and Ax are never parallel so A cannot have any real eigenval-
ues. Therefore the two eigenvalues of A must be complex numbers.

6. For the ninth matrix the vectors x and Ax are never parallel so A must have
complex eigenvalues.

7. The tenth matrix is singular, so one of its eigenvalues is 0. To find the
eigenvector using the eigshow utility you most rotate x until Ax coincides
with the zero vector. The other eigenvalue of this matrix is Ay = 1.5. Since
the eigenvalues are distinct their corresponding eigenvectors must be linearly
independent. The next two matrices both have multiple eigenvalues and
both are defective. Thus for either matrix any pair of eigenvectors would be
linearly dependent.

8. The characteristic polynomial of a 2 x 2 matrix is a quadratic polynomial
and its graph will be a parabola. The eigenvalues will be equal when the
graph of the parabola corresponding to the characteristic polynomial has its
vertex on the x axis. For a random 2 x 2 matrix the probability that this
will happen should be 0.

11. (a) A — I is a rank one matrix. Therefore the dimension of the eigenspace
corresponding to A = 1 is 9, the nullity of A — I. Thus A = 1 has
multiplicity at least 9. Since the trace is 20, the remaining eigenvalue
A10 = 11. For symmetric matrices, eigenvalue computations should be
quite accurate. Thus one would expect to get nearly full machine accu-
racy in the computed eigenvalues of A.

(b) The roots of a tenth degree polynomial are quite sensitive, i.e., any small
round off errors in either the data or in the computations are liable to
lead to significant errors in the computed roots. In particular if p(A) has
multiple roots, the computed eigenvalues are liable to be complex.

12. (a) When t = 4, the eigenvalues change from real to complex. The matrix
C corresponding to t = 4 has eigenvalues \; = A9 = 2. The matrix X of
eigenvectors is singular. Thus C' does not have two linearly independent
eigenvectors and hence must be defective.
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(b) The eigenvalues of A correspond to the two points where the graph
crosses the x-axis. For each ¢ the graph of the characteristic polynomial
will be a parabola. The vertices of these parabolas rise as t increases.
When t = 4 the vertex will be tangent to the z-axis at * = 2. This
corresponds to a double eigenvalue. When ¢ > 4 the vertex will be
above the z-axis. In this case there are no real roots and hence the
eigenvalues must be complex.

13. If the rank of B is 2, then its nullity is 4 — 2 = 2. Thus 0 is an eigenvalue of
B and its eigenspace has dimension 2.

14. The reduced row echelon form of C' has three lead 1’s. Therefore the rank
of C is 3 and its nullity is 1. Since C* = O, all of the eigenvalues of C' must
be 0. Thus A = 0 is an eigenvalue of multiplicity 4 and its eigenspace only
has dimension 1. Hence C' is defective.

15. In theory A and B should have the same eigenvalues. However for a defec-
tive matrix it is difficult to compute the eigenvalues accurately. Thus even
though B would be defective if computed in exact arithmetic, the matrix
computed using floating point arithmetic may have distinct eigenvalues and
the computed matrix X of eigenvectors may turn out to be nonsingular.
If, however, rcond(X) is very small, this would indicate that the column
vectors of X are nearly dependent and hence that B may be defective.

16. (a) Both A —T and A+ I have rank 3, so the eigenspaces corresponding to
A1 = 1 and Ay = —1 should both have dimension 1.
(b) Since A\; + A2 = 0 and the sum of all four eigenvalues is 0, it follows that

A3+ =0
Since A1 A2 = —1 and the product of all four eigenvalues is 1, it follows
that

A3y = —1

Solving these two equations, we get A3 = 1 and Ay = —1. Thus 1 and —1
are both double eigenvalues. Since their eigenspaces each have dimension
1, the matrix A must be defective.

(d) The computed eigenvectors are linearly independent, but the computed
matrix of eigenvectors does not diagonalize A.

17. Since
9

2

()" = 15,000
it follows that x(2) = 0.03. This proportion should remain constant in fu-
ture generations. The proportion of genes for color-blindness in the male
population should approach 0.03 as the number of generations increases.
Thus in the long run 3% of the male population should be color-blind. Since
x(2)% = 0.0009, one would expect that 0.09% of the female population will

be color-blind in future generations.

18. (a) By construction S has integer entries and det(S) = 1. It follows that

S~1 = adj S will also have integer entries.
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19. (a) By construction the matrix A is Hermitian. Therefore its eigenvalues
should be real and the matrix X of eigenvectors should be unitary.
(b) The matrix B should be normal. Thus in exact arithmetic B B and
BB should be equal.

20. (a) If A=USVT then
AV =USVTV =US

(b)
AV = (AVl, AVQ) and USs = (slul, 52112)

Since AV = US their corresponding column vectors must be equal. Thus we
have
AVl = S1U1 and AV2 = S2U2

(¢) V and U are orthogonal matrices so vy, vy are orthonormal vectors in
R™ and uj, ug are orthonormal vectors in R™. The images Av; and Avg
are orthogonal since

(AVl)TAVQ = 515211,{112 =0
(d)  [[Avi] = [|s1m]] = s1 and [[Ava|| = [[souz| = sz

21. If s1, s9 are the singular values of A, vy, vo are the right singular vectors
and uj, ug, are the corresponding left singular vectors, then the vectors Ax
and Ay will be orthogonal when x = v; and y = vo. When this happens

Ax = Avy = sjug and Ay = Avy = soup

Thus the image Ax is a vector in the direction of u; with length s; and the
image Ay is a vector in the direction of us with length so.

If you rotate the axes a full 360° the image vectors will trace out an ellipse.
The major axis of the ellipse will be the line corresponding to the span of u;
and the diameter of the ellipse along its major axis will be 2s; The minor
axis of the ellipse will be the line corresponding to the span of us and the
diameter of the ellipse along its minor axis will be 2ss.

22. The stationary points of the Hessian are (—1,0) and (—74—1, 4). If the station-
ary values are substituted into the Hessian, then in each case we can compute
the eigenvalues using the MATLAB’s eig command. If we use the double com-
mand to view the eigenvalues in numeric format, the displayed values should
be 7.6041 and —2.1041 for the first stationary point and —7.6041, 2.1041 for
the second stationary point. Thus both stationary points are saddle points.

23. (a) The matrix C is symmetric and hence cannot be defective. The matrix

X of eigenvectors should be an orthogonal matrix. The rank of C' — 71
is 1 and hence its nullity is 5. Therefore the dimension of the eigenspace
corresponding to A =7 is 5.

(b) The matrix C is clearly symmetric and all of its eigenvalues are positive.
Therefore C' must be positive definite.

(¢) In theory R and W should be equal. To see how close the computed
matrices actually are, use MATLAB to compute the difference R — W.
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24. In the k x k case, U and L will both be bidiagonal. All of the superdiagonal
entries of U will be —1 and the diagonal entries will be

_ 3 _ 4 k+1
Uil = ,u22—2,u33—3,---aukk——k
L will have 1’s on the main diagonal and the subdiagonal entries will be
1 2 3 k—1
log = 3 l3o = 3 laz = e e k-1 = T

Since A can be reduced to upper triangular form U using only row operation

IIT and the diagonal entries of U are all positive, it follows that A must be

positive definite.

25. (a) If you subtract 1 from the (6,6) entry of P, the resulting matrix will be
singular.

(¢) The matrix P is symmetric. The leading principal submatrices of P
are all Pascal matrices. If all have determinant equal to 1, then all
have positive determinants. Therefore P should be positive definite.
The Cholesky factor R is a unit upper triangular matrix. Therefore

det(P) = det(RT) det(R) =1

(d) If one sets rgg = 0, then R becomes singular. It follows that ¢ must
also be singular since

det(Q) = det(R”) det(R) = 0

Since R is upper triangular, when one sets rgg = 0 it will only affect
the (8,8) entry of the product RTR. Since R has 1’s on the diagonal,
changing rgg from 1 to 0 will have the effect of decreasing the (8,8)
entry of RTR by 1.

CHAPTER TEST A

1. The statement is true. If A were singular then we would have

det(A —0I) = det(4) =0

so A = 0 would have to be an eigenvalue. Therefore if all of the eigenvalues
are nonzero, then A cannot be singular.

One could also show that the statement is true by noting that if the eigen-
values of A are all nonzero then

det(A) = )\1)\2 s >\n 75 0

and therefore A must be nonsingular.

2. The statement is false in general. A and A’ have the same eigenvalues but
generally do not have the same eigenvectors. For example if

1 1 1
A_[O 1] and el—[o]
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then Ae; = e; so e; is an eigenvector of A. However e; is not an eigenvector
of AT since ATe; is not a multiple of e;.

3. The statement is true. See Theorem 6.1.1.

4. The statement is false in general. For example let

11
= (o)
and let I be the 2 x 2 identity matrix. The matrices A and I have the same
eigenvalues, however, for any nonsingular matrix .S,
STHS=1
A cannot be similar to I, since the only matrix similar to I is I itself.

5. The statement is false in general. The 2 x 2 identity matrix has eigenvalues
A1 = Ao = 1, but it is not defective.

6. The statement is false. If A is a 4 x 4 matrix of rank 3, then the nullity of
Ais 1. Since A = 0 is an eigenvalue of multiplicity 3 and the eigenspace has
dimension 1, the matrix must be defective.

7. The statement is false. If A is a 4 x 4 matrix of rank 1, then the nullity of
A is 3. Since A = 0 is an eigenvalue of multiplicity 3 and the dimension of
the eigenspace is also 3, the matrix is diagonalizable.

8. The statement is false in general. The matrix

0 1
St
has rank 1 even though all of its eigenvalues are 0.

9. The statement is true. If A has singular value decomposition ULV, then
since U and V are orthogonal matrices, it follows that A and ¥ have the
same rank. The rank of the diagonal matrix ¥ is equal to the number of
nonzero singular values.

10. The statement is false in general. If A is Hermitian and c¢ is a complex scalar,
then

(A =2A” =zA

So (cA)H #£ cA.

11. The statement is true. A and 7" are similar so they have the same eigenvalues.
Since T is upper triangular its eigenvalues are its diagonal entries.

12. The statement is true. If A is a normal n x n matrix, then by Theorem 6.4.6
it has a complete orthonormal set of eigenvectors {uj,ug,...,u,} and the
unitary matrix U = (ug, ug, ..., u,) diagonalizes A. If the eigenvalues of A

are all real, then D = U AU must be a diagonal matrix with real entries
and it follows that

A = (UDUMH = UDHUH =UDU" = A

Therefore a normal matrix having only real eigenvalues must be Hermitian.
So if A is normal, but not Hermitian, then A must have at least one complex
eigenvalue.
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13. The statement is true. If A is symmetric positive definite then its eigenvalues
are all positive and its determinant is positive. So A must be nonsingular.
The inverse of a symmetric matrix is symmetric and the eigenvalues of A~!
are the reciprocals of the eigenvalues of A. It follows from Theorem 6.6.2
that A~! must be positive definite.

14. The statement is false in general. For example let

SRR

Although det(A) > 0, the matrix is not positive definite since x” Ax = —2.

15. The statement is true in general. If A is symmetric with eigenvalues Ay, ..., A,
then A = QDQ” where Q is an orthogonal matrix and D is a diagonal ma-
trix. The diagonal entries of D are the eigenvalues of A. It follows that

The matrix e? is diagonal and its diagonal entries e, e
eigenvalues of e4. Furthermore,

(M) =(Qe”QN)T = (@) (e")"Q" =QePQ" = A

A

A2 . eM are the

So e/ is symmetric. Since e is symmetric and all of its eigenvalues are
positive, the matrix must be positive definite.

CHAPTER TEST B

1. (a) The eigenvalues of A are A\; = 1, Ao = —1, and A3 =0,
(b) Each eigenspace has dimension 1. The vectors that form bases for the
eigenspaces are x; = (1,1,1)7, %2 = (0,1,2)7,x3 = (0,1, 1)7

(c)
1 00Y(1 0 O 1 0 0
XDX'=11 1 1 0 -1 0 0 -1 1
0 0 0) -1 2 -1

1 21
AT = XD'X'=XDX'=A
2. Since A has real entries A2 = 3 — 2i must be an eigenvalue and since A
is singular the third eigenvalue is A3 = 0. We can find the last eigenvalue
if we make use of the result that the trace of A is equal to the sum of its
eigenvalues. Thus we have

A

tr(A):4:(3—|—2i)—|—(3—2i)+0+)\4:6+)\4

and hence M\, = —2.

3. (a) det(A) = A\ A2+ \,. If A is nonsingular then det(A) # 0 and hence all
of the eigenvalues of A must be nonzero.
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(b) If X is an eigenvalue of A, then there exists a nonzero vector x such that
Ax = \x. Multiplying both sides of this equation by A=! we get

A'Ax = A7 (x)

x = M !x
By part (a) A # 0, so if we divide by A we get
1
A7lx = X

It follows that % is an eigenvalue of A~

4. The scalar a is a triple eigenvalue of A. The vector space N(A —al) consists
of all vectors whose third entry is 0. The vectors e; and es form a basis for
this eigenspace and hence the dimension of the eigenspace is 2. Since the

dimension of the eigenspace is less than the multiplicity of the eigenvalue,
the matrix must be defective.

5. (a)
4 2 2
[ 2 10 10 ] —

2 10 14

4 2 2 4 2 2
09 9]—=10 9 9
0 9 13 0 0 4

Since we were able to reduce A to upper triangular form U using only

row operation IIT and the diagonal entries of U are all positive, it follows
that A is positive definite.

(b)
40 0)(1 L1
U=DL" = 090] 011]
004)lo 01
1 00y (4 00)(1 3 3
ALDLT[;10 [090 01 1
1 1) (oo 4)lo o1
()
1 00y (200 2 0 0
Li=LD:=|1 1 0fl]o 3 o0f=[1 30
1 1) (o o0 2 1 3 2
2 0 0) (2 1 1
A=LiILT=|1 3 0 0 3 3
1 3 2) (00 2

6. The first partials of F' are
fo=32%y +22—2 and fy:x3—|—2y—1
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At (1,0) we have f(1,0) = 0 and f,(1,0) = 0. So (1, 0) is a stationary point.
The second partials of f are

fow =62y +2,  foy = fyu =372 fuy =2
At the point (1,0) the Hessian is
2 3
t
The eigenvalues of H are A\; = 5 and Ay = —1. Since the eigenvalues differ
in sign it follows that H is indefinite and hence the stationary point (1,0) is
a saddle point.
7. The eigenvalues of A are \; = —1 and A2 = —2 and the corresponding
eigenvectors are x; = (1,1)7 and x5 = (2, 3)7. The matrix X = (x1,x2) di-

agonalizes A and ' = Xe!P X1, The solution to the initial value problem
is

Y(t) = 1Yy = XetP XY,

(1 2) (et O 3 —2) (1
-G =) B
eft + 267215

[ et +3e? ]

8. (a) Since A is symmetric there is an orthogonal matrix that diagonalizes
A. So A cannot be defective and hence the eigenspace corresponding
to the triple eigenvalue A = 0 (that is, the null space of A) must have
dimension 3.

(b) Since A; is distinct from the other eigenvalues, the eigenvector x; will
be orthogonal to x5, x3, and x4.

(¢) To construct an orthogonal matrix that diagonalizes A, set u; = mxl.
The vectors x2, X3, X4 form a basis for N(A). Use the Gram-Schmidt
process to transform this basis into an orthonormal basis {ug, us, us}.
Since the vector uy is in N(A)1, it follows that U = (uy, ua, u3, uy) is
an orthogonal matrix and U diagonalizes A.

(d) Since A is symmetric it can be factored into a product A = QDQT

where @ is orthogonal and D is diagonal. It follows that e4 = QeP Q.
The matrix e is symmetric since

(eA)T _ Q(ED)TQT _ QEDQT _ €A
The eigenvalues of ed are \y = eand Ay = A3 = Ay = 1. Since e

is symmetric and its eigenvalues are all positive, it follows that e? is
positive definite.

9. (a) uffz=5-"7i and z7u; =5+ 7.
co =ullz ==1-5i.

A

lz)|? = |c1|* + |e2|® = (5—70)(5 + 7i) + (1 — 5i)(1 + 54)

= 254+494+14+25
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10.

(e) |B— Allr = V102 + 102 = 10v/2.

Figenvalues

= 100

Therefore |z|| = 10.
The matrix B is symmetric so it eigenvalues are all real. Furthermore,
if x # 0, then

xT'Bx = xTAT Ax = || Ax||> > 0
So B is positive semidefinite and hence its eigenvalues are all nonneg-
ative. Furthermore N(A) has dimension 2, so A = 0 is an eigenvalue
of multiplicity 2. In summary B is a symmetric positive semidefinite
matrix with a double eigenvalue A = 0.
The matrix B can be factored into a product QDQT where @ is an
orthogonal matrix and D is diagonal. It follows that C' = Qe”Q7. So
C is symmetric and its eigenvalues are the diagonal entries of e” which
are all positive. Therefore C' is a symmetric positive definite matrix.
If A has Schur decomposition UTUH, then U is unitary and 7" is upper
triangular. The matrices A and T are similar so they have the same
eigenvalues. Since T is upper triangular it follows that ¢11, to2, . .
are the eigenvalues of both T" and A.
If B is Hermitian with Schur decomposition W SWH | then W is unitary
and S is diagonal. The eigenvalues of B are the diagonal entries of S
and the column vectors of W are the corresponding eigenvectors.

'7tnn

Since A has 3 nonzero singular values, its rank is 3.

If U is the matrix on the left in the given factorization then its first 3
columns, uy, ug, us form an orthonormal basis for R(A).

The matrix on the right in the factorization is V7. The nullity of A is
1 and the vector v4 = (=1, 1 —2 1T forms a basis for N(A).

2727 272

2

5

) 20 20 20 20

5 20 20 20 20
B=ouvi =100 [ 2| (5 5 4 ) =]20 20 20 2

) 20 20 20 20

; 30 30 30 30

3

5
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Chapter?7
Numerical

Linear
Algebra

1 | FLOATING-POINT NUMBERS

The answers to exercises 1-5 and 8 in this section are included in the text.

6. e=0.5x 10715
7. e =236,

2 | GAUSSIAN ELIMINATION

4. (a) (i) n(mr 4+ mn + n) multiplications and (n — 1)m(n + r) additions.
(ii) (mn + nr 4+ mr) multiplications and (n — 1)(m + r) additions.
(iii) mn(r 4+ 2) multiplications and m(n — 1)(r + 1) additions.

5. (a) The matrix exe! will have a 1 in the (k, i) position and 0’s in all other
positions. Thus if B = I — aeie!, then

bki = —a and bsj - 55] (57]) 3& (k’l)

Therefore B = Ey;
(b) EjiEri = (I - Bejel )(I — aeye])
= I —aepel — Bejel + afejel e e
= I — (cey, + Bej)el
(c) (I + aerel)Er; = (I + aerel)(I — aerel)
=TI —a’erele el
=1 —a?(eley)erel
=1 (since el'e; =0)

%

T

3

Therefore
El =1+ aepel
6. det(A) =det(L)det(U) = 1-det(U) = urruga - - Unn

171
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7. Algorithm for solving LDLTx =b
Fork=1,...,n
k—1
Set yr = by, — Z Ly
i=1
Set 2z, = yr/di;i
End (For Loop)
Fork=n-1,...,1

Set xp = 2z, — Z éjkxj
j=k+1
End (For Loop)

8. (a) Algorithm for solving tridiagonal systems using diagonal pivots
Fork=1,...,.n—1

Set my = c/ag
k41 = Qg1 — Miby
dr41 := dpy1 — mpdy

End (For Loop)
Set xp, := dn/an
Fork=n—-1n-2,...,1

Set xp := (dx — bgxgy1)/ak
End (For Loop)

9. (b) To solve Ax = e;, one must first solve Ly = e; using forward substitu-
tion. From part (a) it follows that this requires [(n—j)(n—741)]/2 mul-
tiplications and [(n—j —1)(n — j)]/2 additions. One must then perform
back substitution to solve Ux = y. This requires n divisions, n(n—1)/2
multiplications and n(n—1)/2 additions. Thus altogether, given the LU
factorization of A, the number of operations to solve Ax = e; is

(n—j)n—j+1)+n*>+n
2

multiplications/divisions

and
(n—j—1)(n—3)+n?—
2

additions/subtractions

10. Given A~! and b, the multiplication A~'b requires n? scalar multiplications
and n(n — 1) scalar additions. The same number of operations is required
in order to solve LUx = b using Algorithm 7.2.2. Thus it is not really
worthwhile to calculate A~!, since this calculation requires three times the
amount of work it would take to determine L and U.

11. If
A(EyEyEs) = L

then
A= L(E\ExE3) ' = LU
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The elementary matrices £ L Ey L Es ! will each be upper triangular with
ones on the diagonal. Indeed,

a1z a3 1 0 0
1 an 0 1 0 an
- _ _ a23
E'=lo 1 ol Es'=]01 o0 Eit=| 01 0
22
0O 0 1 0 0 1 0 0 1
where a'}) = a9y — %2 Tf we let
29 = Q22 ail’ we le
(12 a3 _ G23
U1z = -, U3 = o, U3 = Ty
aii aii aso
then
1w wis
U=FE;'"E;'E; =0 1 s
0 0 1

3 | PIVOTING STRATEGIES

The solutions to exercises 1-5 and 7-10 of this section our included in the
back of the textbook.

5 4 7 2 4 0 4 0

6. (a) | 2 -4 3|5 |—-|3 0 6]-3

2 8 6 4 2 8 6 4

2 0 0 2

- 13 0 6 |-3

2 8 6 4
2{E1:2 $1:1
3+6{E3:—3 $3:—1
2+8$2—6:4 $2:1

x=(1, 1, -1)7

(b) The pivot rows were 3
Therefore

0 0 1 0 01
P=1]1010 and Q=110 0
100 0 1 0

Rearranging the rows and columns of the reduced matrix from part

(a), we get
8 6 2
U=10 6 3
00 2

2, 1 and the pivot columns were 2, 3, 1.
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The matrix L is formed using the multipliers —%, %, %
1 0 0
L= —% 1 0
1 2
7 3 1
(¢) The system can be solved in 3 steps.
(1) Solve Ly = Pc
1 0 0 2 Y1 =2
-+ 1 0] -4 =3
2 Y2 =
1 2 =
3 5 1 5 ys =6
(2) Solve Uz =y
8 6 2 2 21 =1
0 6 3 -3 zg = —2
0o 0 2 6 z3=3

[ 4 | MATRIX NORMS AND CONDITION
NUMBERS

3. Let x be a nonzero vector in R?

s Jmil
lIx2 x2+a3
Therefore
A
Yp—
(B3[P
On the other hand
Il > el
el

Therefore || A2 = 1.

STUDENTS-HUB.co r.Flopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzl]baded By ano nym ous



Section 4 175

4. (a) D has singular value decomposition UX V7T where the diagonal en-
tries of ¥ are 01 =5, 092 =4, 03 =3, 04 =2 and

00 10 0 0 1 0
1 000 -1 0 0 0
U=1oo0oo0 1|l V=) 0o 0o o -1
01 00 0 1 0 0

(b) [[Dll2 =01=5

5. If D is diagonal then its singular values are the square roots of the
eigenvalues of DT D = D?. The eigenvalues of D? are d?,,d3,,...,d>2,
and hence it follows that

[ D]z = 01 = max [d;]
1<i<n

6. It follows from Theorem 7.4.2 that
1Dl = 1Dlloe = max |d
and it follows from Exercise 5 that this is also the value of || D||2. Thus

for a diagonal matrix all 3 norms are equal.
8. (a) If || - ||ar and || - |- are compatible, then for any nonzero vector x,

Ixllv = [[1x]lv < [V ]|azllx[lv
Dividing by ||x||y we get
1< ([
(b) If || - ||as is subordinate to | - ||y, then
iy _
Iy

for all nonzero vectors x and it follows that

11x[lv _

I||pr = max =
Mllar = o e

9. (a) ||Xlco = [|X|lco since the ith row sum is just |x;| for each i.

b) The 1-norm of a matrix is equal to the maximum of the 1-norm of
its column vectors. Since X only has one column its 1-norm is equal
to the 1-norm of that column vector.

10. (a) If x = (z) is any vector in R! then |x||2 == V22 = |z| and since
we can view x as either a 1 x 1 matrix or a scalar, we have

Yx =y(z) =zy
If z # 0 then

1Yx[l2 _ [leyll2 _ |z[llyllz _
X||2 |z |z

Therefore

v 1Yx]|2
= max =
|| ||2 x20 ||X||2 ||Y||2
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Alternatively one could compute ||Y||2 from the singulat value de-
composition of Y. If H is a Householder matrix such that Hy =
|ly||2€1, the the singular value decomposition of Y is given by ¥ =
USVT where U = H, ¥ = ||ly||2e; and V = I. The 2-norm of Y is
the largest singular value o1 = ||y||2.

By part (a) the largest singular value of Y is o4 = ||y||2. But if Y has
singular value decomposition Y = ULV7, then YT = VETUT and
consequently both matrices have the same largest singular value.
Therefore

T
Y7 [|2 = 01 = [lyll2

11. If x € R", then using the Cauchy-Schwarz inequality we have

T T
[Axl2 = [[w(y” x)ll2 = [y x/[lw] < [[yll2llx[[2[|wl|2
Thus for any nonzero vector x € R
[ Ax][2
[1x1[2

< llyll2llwll

It follows from part (a)
A
||A||2 — max || X||2

(1)
x20 x|z
Equality will hold in (1) if y = 0, for then A = O and
[Allz = 0= [lyll2[|wl]2

To see that equality will hold in (1) when y is nonzero, note that if
we set x =y then

[Ax[la _ [Iw(y"y)ll2
(1|2 [yll2

(a) Let x be a nonzero vector in R™

< lyll2lwll2

_ Uyll2)*lwll2
yll2

= lyll2lwll2

13.

n
max. | Z i T
Jj=1
max. |z

|Ax]o _

1]

max

n
1<j<n ] 12'%1'21%'
J:

IN

R |21

IN
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Therefore

[Ax] -
|A]| o = max < max E |aij]
x#0 ||x]| 1<ism &

(b) Let k& be the index of the row of A for which Z |ai;| is a maximum.
j=1
Define z; = sgnay; for j = 1,...,n and let x = (x1,...,2,)T. Note
that ||x|lec = 1 and ag;z; = |ag;| for j =1,...,n. Thus

n n
[Alloe = [[Ax[|oo = max D s = lay]
<i<n|

j=1

Therefore

n
Allo = max [Zl |aijl
J:

1/2

Al - [;;asj]m_ [zz] e

1

I

1<i<n 1<i<n

n n
15. || Allo = max Y las;| = max Y |ai| = [|A]|x
j=1 j=1

1

=}

. ||All2 =01 =5 and
|AllF = (67 + 05 + 03 + 05 + gg)% -6
17. (a,) Let k = min(m, n)

() |4l =01 < (0 + 03+ + 0R)F = || Allr
(b) Equality will hold in (2) if 03 = -+ = 02 = 0. It follows then that
|All2 = [|A||F if and only if the matrix A has rank 1 or A = O.
18. Since

1
{x | Il =13 = {x| X =gy, Y ER" and y # 0}

A
Al — e L4
y#0 |yl
()]
= max [|[A | —y
y#0 Il
= max [|Ax||
llx||=1

19. We must show that the three conditions in the definition of a norm are
satisfied.
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(i)

A
||A||v,w: a || XHW
x20 (x|

Equality will hold if and only if || Ax|w = 0 for all nonzero vectors
x. So if ||Al|v.w = 0, then

lajllw = |Aejllw =0 for j=1,...,n

and hence A = O.
(ii) For any scalar a,

loAx|lw _ o] [Ax]|w
= max

aAlly,w = max = |af | Allv,w
x20 x| x20  [[x[v
(iii)
(A + B)x||w
[A+ Bllvw = —
x20  [[x[lv
< A% |lw + [ Bx||w
x#0 (B3]
< A% (lw | Bx||w

x£0 [[x[lv  xz0 x|
[Allvw + [1Bllv,w

20. Let k be the index of the column of A that has the largest 2-norm, that
is,

lak (|2 = max([|ay|[2, [[az]l2, - - ., [|an]l2)
For any vector x in R"”,
|Ax[l2 = ||z1a1 + 2222 + - + zpan||2
|[z1lllarfl2 + [z2lllazll2 + - - - + |zallan]2
lakllz(lz] + |zof 4 - - + [an])

(ERIPY(ESIB

IAINA

Thus, for any nonzero vector x in R"”,

[ Ax][2
3) < llall2
[Pt
and hence 1 Ax]
X
[All1,2 = max = < a2
x20 %[
Equality occurs in (3) if we choose x = ey.
[Aerllz _ [lall2
= = lla[l2
lerlls  llexllx
Therefore,
[Allr2 = llakllz = max([la |2, [|azlz2; - - -, [lan]l2)

STUDENTS-HUB.co r.ﬁopyright © 2010 Pearson Education, Inc. Publishing as Prentitejﬁzllbaded By ano nym ousS



Section 4 179

21. In general if x € R™, then ||x||2 < ||x||1. The proof is essentially the
same as the proof for R? (see Exercise 22 in Section 5.4).

lzie1 + zoe2 + - - - + znen]|2
< |zaflledlz + |z2llle2ll2 + - + [@nllenll2
|z1] + |@2 + - + 2]

= [l

(1|2

A

If x is nonzero, then when we take reciprocals the inequality is reversed.
1 1
el =TI
Thus for any nonzero x we have

[Ax][2 _ [[Ax]|2

Ixllh =[xz
and hence
Ax Ax
1Az = max 14Xz o Iy
x20 [[x[[1 T x#0 [|x[2

22. (a) For any nonzero vector x
[Ax]}2 _ [[Ax(l
%l ™ xx0 [1x[h

Therefore, if x # 0, then

= ||Afl1,2

[ Ax(lo < [|Af|1,2]Ix][x

This inequality also holds if x = 0 since both sides of the equation
will be equal to 0.
(b) The column vectors of AB are Abq, Aba,..., Ab,. Using the result
from Exercise 20, we have
[ABll1,2 = max([|Abs]|, [Abz[2, ..., [[Ab;[]2)
[ All2 max([[ba |2, [b2l[2, - ., [[br]]2)
[ All2l|Bl|1.2
(¢) Show [|AB]12 < [[All12]Bll1-
(Note part(c) was left out in the first printing of the book. The

author hopes to get it included in the second printing.)
Solution: Using the result from part (a) we have

[ABx||2 = [A(Bx)l2 < [[All12lBx[[x < [|All1.2[| Bl [[x]lx
Thus, for all x # 0 we have

[ABx|2
1|1

IN

< ||A]|1,2]| Bl
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and hence
|ABx]| 2

[Pt
23. If x is a unit eigenvector belonging to the eigenvalue A, then
Al = [|Ax[| = [[Ax|| < [|A]lalIx[| = [ Al s

24. If A is a stochastic matrix then [|A|; = 1. It follows from Exercise 23
that if A is an eigenvalue of A then

Al <Al =1

| AB|12 = max < || All1.2/|Blx
x+£0

25. Each row of the sudoku matrix A consists of the integers 1 through 9,
so if we add up all of the entries in any row they will sum to 45. Thus,
if e is a vector in R? whose entries are all equal to 1, then Ae = 45e.
Therefore, A\ = 45 is an eigenvalue of A. It follows from Exercise 23
that for any eigenvalue A of A

Al < [lAfly = 45

Therefore [A\;| < A1 = 45, 5 = 1,...,9. Since the entries of A are all
positive, we know by Perron’s theorem that A has a dominant eigenvalue
that it is a simple root of the characteristic equation. So A\; = 45 must
be the dominant eigenvalue. Thus, we have

|>\j|<>\1:45 for 7=2,...,9

26. Each of the submatrices A;; of a sudoku matrix is a 3 x 3 matrix whose
entries are the integers 1 through 9. If A is an eigenvalue of one of the
A;j’s then it follows from Exercise 23 that

Al < [[Allc and  [A] < [[A]lx

and hence
[Al < min([|Al[, [[All1)

The maximum the infinity norm of a submatrix could be is 24 and this
can only occur if A;; has a row containing the numbers 7, 8, and 9.
But then these numbers cannot appear in the other two rows of the
submatrix, so the the maximum column sum in this case will be 20
(when the matrix has a column with the numbers 9, 6, and 5). So if
|Aijlloc = 24, then the most the 1-norm of the matrix could be is 20.
We could have ||A;ij||oo = 23 if A;; has a row consisting of the numbers
9, 8, and 6. In this case the largest the 1-norm could be is 21 (if the
matrix has a column consisting of the numbers 9, 7, and 5). Finally we
note that it is possible to have ||A;j||- = 22 if A;; has a row with the
numbers 9, 7, and 6. In this case the could have a column containing
the numbers 9, 8, and 5. For such a submatrix, we have

|Aijlloc =22 and [ A1 = 22

In general then if X is an eigenvalue of one of the nine submatrices of a
sudoku matrix, then |A| < 22.
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27. (b) [[Ax]l2 < 02 Ax]|oc < 0" Allsollx]loo < 12| Allso] |2
(¢) Let x be any nonzero vector in R™. It follows from part (a) that
[[A% (|0
1]

and it follows from part (b) that

< ')Al

(| Ax||2
il < ')Al
Consequently
A
Ao = ma 1222 12y,
x#0 ||x|[|o
and
[Axll2 _ 1
Als = T2 < nt/2A
Thus

n 2 Allz < [ Alls < n'2(|All2
28. Let A be a symmetric matrix with orthonormal eigenvectors ug, . .., u,.
If x € R™ then by Theorem 5.5.2
X =ciuy + coug + - -+ cpuy

where ¢; = ul'x,i=1,...,n.
(a) Ax = c1Aug + coAug + - - - + ¢, Au,
= c1A\1ug + codous + -+ e AUy,
It follows from Parseval’s formula that

n

1AX[13 = > (\ici)?

=1

(b) It follows from part (a) that

" 1/2 " 1/2
. 2 2
. _ < < . ;
min | [2_ 1: ] <[l Ax]2 < max A [2 ]
i=

=1

Using Parseval’s formula we see that

n
2
D
j=1

and hence for any nonzero vector x we have

A
min |)\;| < 1A < X |\
1<i<n [Ix]]2 1<i<n

1/2

= [Ixll2

(c) If
[ Akl = max [Aq
1<i<n
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and xj, is an eigenvector belonging to Ax, then
([ Axk||2

(k]2

— [l = max |A
1<i<n
and hence it follows from part (b) that

[All2 = max [A]
1<i<n

29.

1 (100 99
A —[100 100

cond(A) o = || Allso || A oo = 2 - 200 = 400
30. Let A be the coefficient matrix of the first system and A’ be the coeffi-

cient matrix of the second system. If x is the solution to the first system
and x’ is the solution to the second system then

S ~ 3.03
l1%[[ oo
while
A - Al
Al

The systems are ill-conditioned in the sense that a relative change of
0.014 in the coefficient matrix results in a relative change of 3.03 in the
solution.

32. cond(A) = [|Al|ml| A7 [ = |AA™ [ = [ I]|ar = 1.

~ 0.014

34. The given conditions allow us to determine the singular values of the
matrix. Indeed, o1 = ||A]|]2 = 8 and since

L . condz(A) =2
o3
it follows that o3 = 4. Finally
of +o3+o3 = |AlE
64+ 02 +16 = 144
and hence oo = 8.

L vl o =%

condoo (A4) [[bllec = %[00

[[rlloo
[blloo
0.0006 = 5(0.012) < X2 < 90(0.012) = 0.24

39. cond(AB) = ||AB|| [[(AB)~*|| < |||l | BI| | B~"||[[A~*]| = cond (A) cond(B)

35. (c) < condy, (A)

40. It follows from Exercises 5 and 6 that
[Dllx = [[D[l2 = [|D]|oc = dmax
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and )
D7y =D 2 = D" oo =

dmln

dmax

Therefore the condition number of D will be no matter which of

. dmin
the 3 norms is used.

41. (a) For any vector x
[[Qx]l2 = [Ix]]2
Thus if x is nonzero, then
Qx[l2 _

Ixll2

and hence

1Qx]|2
[BS[P

(b) The matrix Q! = Q7 is also orthogonal and hence by part (a) we

=1

Qll2 = max

have
1Q =1
Therefore
conds(Q) =1
L el _ el Il
C < < condz(Q)
©) @ bl = Txl 2(Q) g,

Since condz(Q) = 1, it follows that

lellz _ [Irlle

lIx[l2 (bl

42. (a) If x is any vector in R", then Ax is a vector in R™ and

[QAx]|2 = [[Ax(l

Thus for any nonzero vector x

1QAx[]> _ [[Ax]ls

Ixlla x|
and hence
|QAx||2
QA2 = max T
I
x#0 [|x|[2
= |4l

(b) For each nonzero vector x in R™ set y = V'x. Since V' is nonsingular
it follows that y is nonzero. Furthermore

{yly =Vxand x # 0} = {x|x # 0}
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since any nonzero y can be written as
y=Vx where x = V7Ty
It follows that if x # 0 and y = Vx, then
[AVxlla _ [[AVx2 _ [|Ayll

Il V2 [yl

and hence

AV A
1AVl = max 12Vl _ 1AV ),
x20 [xll2 yz0 [yl
(¢) It follows from parts (a) and (b) that
[QAV |2 = |Q(AV)][2 = [[AV ]|z = [|All2

43. (a) If A has singular value decomposition UX V7T, then it follows from
the Cauchy-Schwarz inequality that

x" Ay| < [Ix]l2]| Ay |2 < [Ixll2]lyll2[|All2 = o1llx]2]ly ]2
Thus if x and y are nonzero vectors, then
TA
Ayl
Ixll2llyll2

(b) If we set x; = u; and y; = vy, then

[xilz=flwllz=1 and  [ysl2=[vil2=1
and
AY1 = AVl = o1Uuy1
Thus
XlTAyl = UlT(O'lul) =01
and hence
|X1TA}’1| _
e Bl S,
[x1ll2/ly1ll 2
Combining this with the result from part (a) we have
x" Ay

max +———— =01
x£0,y#0 ||X||2||Y||2

44. For each nonzero vector x in R™
|Axlls _ [USVx]ls _ [SV7xllz _ [Eyle
[Ixl[2 [Ixl[2 VT2 lyll2

where y = VTx. Thus

Axfe [y
min = min
x20 xl2 y#0 [lyll2
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For any nonzero vector y € R”

n 1/2
[Zyllz _ Uiz S onliyllz _

l[yll2 [ ]1/2 ~ oyl

o 12¥l2
Syl

Thus

> op

On the other hand

I5ll2 _ IZealls _
VA Tvle = Tealle

n

Therefore
[Ax[l2 . [IZyll2
mi =

min = min
x20 [[x[la y#0 [lyll2

45. For any nonzero vector x
[[Ax]|2
(1|2
It follows from Exercise 44 that
[[Ax]]2

[BS[P

n

<|Allz = 01

n

Thus if x # 0, then
onllx[l2 < |Ax[|2 < o [|x]|2

Clearly this inequality is also valid if x = 0.
46. (a) It follows from Exercise 42 that

1QAll2 = [[All2 and  [[AT'QTl2 = AT
1AQll2 = [[All2  and  [|QTAT |2 = A7}

Thus

condz(Q4) = [|QA2[[ A7 QT [|2 = cond(A)

condz(AQ) = [|AQ[2[|QTA™"||2 = conda(A)

(b) It follows from Exercise 42 that
1Bl = [l All2
and
1B~ 2 = 1QTA'Qll2 = A7 |2

Therefore

condz(B) = condz(A)
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47. If A is a symmetric n x n matrix, then there exists an orthogonal matrix
Q@ that diagonalizes A.
Q"AQ =D
The diagonal elements of D are the eigenvalues of A. Since A is sym-
metric and nonsingular its eigenvalues are all nonzero real numbers. It
follows from Exercise 46 that

conda(A) = conda(D)

and it follows from Exercise 40 that

condy(D) =

5 | ORTHOGONAL TRANSFORMATIONS

7. (b)
1 1
V2 V2
G =
1 1
V2 V2
(V2 3vV2 | 3v2 (-3
(GA | Gb) = 0 2 23 | = 9
()
4 3
0 -3
G = 0 1 0
3 4
5 0 -3
5 =5 2 1 9
(GA | Gb) = 13 2|, x=| s
0 0 1 —2 -2
12. (a) [x—y[* = (x-y)"(x-y)
= x'x—xTy—yTx+yTy
= 2xTx —2y"x
= 2(x—y)Tx
(b) It follows from part (a) that
2
2u'x = ——(x—y)'x =[x~y
lIx =yl

Thus
2uu’x = Quixju=x-y
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and hence
Qx=(I-2uul)x=x—(x—y)=y
13. (a) Qu= (I —2uu’)u= u-2uTW)ju= —u
The eigenvalue is A = —1.
() Qz=(I —2uul)z= z -2(ulz)u= z
Therefore z is an eigenvector belonging to the eigenvalue A = 1.
(¢) The eigenspace corresponding to A =1 is
N(Q —I) = N(—2uu®) = N(uu?)
The matrix uu” has rank 1 and hence its nullity must be n — 1.
Thus the dimension of the eigenspace corresponding to A = 1 is
n — 1. Therefore the multiplicity of the eigenvalue must be at least
n—1. Since we know that —1 is an eigenvalue, it follows that A =1
must have multiplicity n — 1. Since the determinant is equal to the
product of the eigenvalues we have
det(Q) = —-1-(1)" ' = -1
14. If R is a plane rotation then expanding its determine by cofactors we
see that
det(R) = cos? 0 + sin®0 =1
By Exercise 13(c) an elementary orthogonal matrix has determinant
equal to —1, so it follows that a plane rotation cannot be an elementary
orthogonal matrix.

15. (a) Let Q = QTQ2 = RiR;'. The matrix @ is orthogonal and upper
triangular. Since @ is upper triangular, Q! must also be upper
triangular. However

Q71 _ QT _ (RIREI)T
which is lower triangular. Therefore @) must be diagonal.
(b) Rl = (Q,{QQ)RQ = QRQ Since
|qis| = [|Qeil| = |lei]| =1
it follows that ¢; = 1 and hence the ith row of Ry is £1 times
the ith row of Rs.
16. Since x and y are nonzero vectors, there exist Householder matrices Hy
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Set

% = [|x] [lyllef™ (e{)”
Y is an m X n matrix whose entries are all zero except for the (1,1)
entry, o1 = ||x]| [|y||. We have then

H,AH, =%

Since H; and Hy are both orthogonal and symmetric it follows that A
has singular value decomposition H1XHs.
17. In constructing the Householder matrix we set
8 =ala—1x1) and v=(x—a,x0,...,2,)7"
In both computations we can avoid loss of significant digits by choosing
« to have the opposite sign of z;.

18.
1 cos 6—1 1 0 1 cos 6—1
ULU — sin 6 . sin 6
0 1 sing 1 0 1
cosf—1 cosf—1

_ cos t) sin 6 1 sin 6
sin 6 1 0 1
cosf) —sin@

B sin 6 cos 0

6 | THE EIGENVALUE PROBLEM

3. (a) V1:AUO: _2] U1:§V1: [_2/3]
—1/3 1
vy = Au; = _1?3] uz——3v2—[1]
3 1
V3:AUQ: _2] U3—%V3—[_2/3]
—1/3 1
vy = Aus = _1§3] u4——3v4—[1]
(b) The power method fails to converge since A does not have a domi-
nant eigenvalue. Its eigenvalues are \; = ¢ and A2 = —i and hence
[Aaf = [Aef =1

6. (a and b). Let x; be an eigenvector of A belonging to A;.
1

371Xj = (A - )\I)Xj = ()\J - )\)Xj = ILL—XJ'
J
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Multiplying through by ;B we obtain
Bxj = j1;x;
Thus p; is an eigenvalue of B and x; is an eigenvector belonging to p;.
(¢) If Mg is the eigenvalue of A that is closest to A, then
1 1

for j # k. Therefore uy is the dominant eigenvalue of B. Thus when
the power method is applied to B, it will converge to an eigenvector
xi of k. By part (b), xx will also be an eigenvector belonging to
Ak

7. (a) Since Ax = Ax, the ith coordinate of each side must be equal. Thus

n
E QijjTj = )\fEl
Jj=1

(b) It follows from part (a) that

n
()\ - a“)xl = Z Qi 5
j=1
J#i
Since |z1] = ||x||ec > 0 it follows that

n

" ;55 n X5
A —aul =Y L2 <> ay —J‘ <Y ai]
L =1 L

Jj=1 Jj=1
i J#i J#i

8. Let y be an eigenvector of A7 belonging to A and choose the index j
such that |y;| = ||y|lcc. Comparing the jth row of both sides of the
equation ATy = Ay, we see that al'y = Ay;. Thus we have

n
> aii = Ay;
1=1

The remainder of the proof is the same as the proof of Exercise 7(b) (in
this we use y in place of x and switch all of the ¢ and j indices).
9. (a) Let B=X"}(A+ E)X. Since X ' AX is a diagonal matrix whose
diagonal entries are the eigenvalues of A we have
N >\1+C“ lf’L:]
It follows from Exercise 7 that

n

A= bl < b
=1
i
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for some i. Thus
n
A=A =il <D e
=1
J#i

Since
A= Xi] = leii] < A=A — ¢

it follows that .
A=A <D e
j=1

(b) It follows from part (a) that

A

i A=A < max [Zl'%"]
J:
1Clloo
X ool Elloo [l X o
= condeo (X)[| Fl| 0o
10. The proof is by induction on k. In the case k =1
AP = (Q1R1)Q1 = Q1(R1Q1) = P1 A
Assuming P, A1 = AP, we will show that P41 A2 = APpy1.
APm+1 = APQO+1
= PmAm+1Qm+1

= PpnQmi1Rmi1Qmi1
- Pm+1Am+2

IN

11. (a) The proof is by induction on k. In the case k =1
PyUs = QiQ2RoR1 = Q1 AR = PL AUy
It follows from Exercise 10 that
P AU = AP U,

Thus
P2U2 = P1A2U1 = APlUl

Now let us assume that the result holds when k = m. If
PpiiUnmi1 = PnApmiaUp = AP, U,
then
PoioUni2 = Pri1Qmi2Rmi2Unia
= Poi1Ami2Unp
Again by Exercise 9 we have

Pm+1Am+2 = APm+1

STUDENTS-HUB.co r.ﬁopyright © 2010 Pearson Education, Inc. Publishing as Prenti@ﬁzllbaded By ano nym ousS



Section 6 191

Thus
Pm+2Um+2 = Pm+1Am+2Um+1 = APm+1Um+1
(b) Prove: P Uy = A*. The proof is by induction on k. In the case
k=1
PiU = Q1R =A=A'
If
PLU, =A™
then it follows from part (a) that
Ppi1Upmi1 = AP, U, = AA™ = A™HL

12. To determine x; and (3, compare entries on both sides of the block
multiplication for the equation Ry 11Ux+1 = Ugy+1Dgy1.

R, by Ue x| _ (Ux =xx D. O
0T B o 1) |lo”T 1 o g
RU, Rixp+br )  (UeDr Bxi
o’ B | of B
By hypothesis, RiyUy, = Uy Dy, so if we set § = [, then the diagonal

blocks of both sides will match up. Equating the (1,2) blocks of both
sides we get

Rixy + b = Bpx
(Ri — Bel)xk = —bx
This is a k x k upper triangular system. The system has a unique solution
since f is not an eigenvalue of Rj. The solution x; can be determined
by back substitution.
13. (a) Algorithm for computing eigenvectors of an n X n upper triangular
matrix with no multiple eigenvalues.

Set U1 = (1)
Fork=1,...,.n—1
Use back substitution to solve
(Rx — Brl) xx = —by,

where

T
B =Trh+1k+1 and  br = (M1 k41, 72.k41y - - -5 Tk k+1)

Set
U, x
Ukt1 = [ 0% 1k ]

End (For Loop)

The matrix U, is upper triangular with 1’s on the diagonal. Its
column vectors are the eigenvectors of R.
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(b) All of the arithmetic is done in solving the n — 1 systems
(Rk—ﬂkI)Xk:—bk k:L...,TL—l
by back substitution. Solving the kth system requires

k(k+1)

L 24t ===

multiplications

and k divisions. Thus the kth step of the loop requires %kQ + %k
multiplications/divisions. The total algorithm requires

%i K2 4 3k) = 1 [n(2n—1)(n—1)+3n(n—1)]
k=1

2 6 2
3 dn? —n —4
= % + % multiplications/divisions

The dominant term is n3/6.

7 | LEAST SQUARES PROBLEMS

3. (a) mm=la1l| =2, fr=o(on—an)=2, vi=(-1,1,1, )T

1
Hl =1 — EvlvlT

O O O

az=(2, L, =2)"[[=3 $=33-2)=3 va=(-1 1, -2)F

1
H2 = [ 0 H22 ] where H22 =1- éVQV%1

2 3 8
0 3 0
H2H1A— 0 O HQHlb— _9
0 O -3
5. Let A be an m X n matrix with nonzero singular values o1, ..., o, and

singular value decomposition ULV 7. We will show first that X+ satis-
fies the four Penrose conditions. Note that the matrix X7 is an m x m
diagonal matrix whose first r diagonal entries are all 1 and whose re-
maining diagonal entries are all 0. Since the only nonzero entries in the
matrices ¥ and X1 occur in the first r diagonal positions it follows that

(L)L =% and THEDT) =3t
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Thus X7 satisfies the first two Penrose conditions. Since both £+ and
¥ TY are square diagonal matrices they must be symmetric

(zxhH)T = uxnt
xto)? = 2ty

Thus X7 satisfies all four Penrose conditions. Using this result it is easy
to show that AT = VE+UT satisfies the four Penrose conditions.

(1) AATA=UxVTVstuTusyv? = Uxstsvl = UxvT = A

(2) AtAAY = vtUTUsvVTVsStuT = vetestutl = vetuT =
At

(3) (AANT = (UxvTvetuh)T
= (Usztuh)T
= uxehHTuT
= uxzhuT
= AA*

(4) (ATAT = (vtuTuxvhT
(vetzyhHT
v(Ete)TvT

= V(Eto)vT

= AtA

6. Let B be a matrix satisfying Penrose condition (1) and (3), that is,
ABA=A and (AB)T = AB
If x = Bb, then
ATAx = ATABb = AT(AB)"b = (ABA)"b = ATb

1
7. If X = ——=x", then
113

T

1
Xx = X X = 1
x5

Using this it is easy to verify that x and X satisfy the four Penrose
conditions.

(1) xXx=x1=x
(2) XxX=1X=X
1

3) xX)T' =XxTx = —2XXT =xX

113
4) (Xx)T=1T=1= Xx

8. If A has singular value decomposition UX VT then

(1) ATA=vyTuTusv? =veTsy?
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The matrix 7Y is an n x n diagonal matrix with diagonal entries
0?,...,02. Since A has rank n its singular values are all nonzero and it
follows that X7'Y is nonsingular. It follows from equation (1) that

(ATA)1AT = (v(ETD)"tvT)(veTuT)
= vV ETy)1xTu”

= vyxtu?
9. Let
b=AATb = A(ATDb)
since

R(A) = {Ax | x e R"}
it follows that b € R(A).
Conversely if b € R(A), then b = Ax for some x € R™. It follows
that
ATb = AT Ax
AATb = AATAx=Ax=Db
10. A vector x € R™ minimizes |b — Ax||2 if and only if x is a solution
to the normal equations. It follows from Theorem 7.7.1 that ATb is a

particular solution. Since A™b is a particular solution it follows that a
vector x will be a solution if and only if

x=Atb+1z

where z € N(ATA). However, N(ATA) = N(A). Since V,i1,...,Vp
form a basis for N(A), it follows that x is a solution if and only if

x=ATb+ Crg1Vrtl +++ F CnVp

(see Exercise 13 of Section 5.3)
13. (a) (XT)T is an m x n matrix whose nonzero diagonal entries are the
reciprocals of the nonzero diagonal entries of XT. Thus (X7)* = .
If A=USVT, then

AN T =zttt =uEhH) v =usvT =4

(b) X7 is an m x m diagonal matrix whose diagonal entries are all 0’s
and 1’s. Thus (XX1)2 = ¥XT and it follows that

(AAT)? = (UsVTVvstuT)? = (usetuT)? = Uz h)2u”
= UxxtU? = AAT

(c) XT3 is an n x n diagonal matrix whose diagonal entries are all 0’s
and 1’s. Thus (X7X)%? = ¥7% and it follows that

(AT A)? = (vetUuTusvT)? = (vetevh)2 = v(zte)?vT
= VEtyvT = AtA
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15. (1) ABA = XYT[Y(YTY)1(XTX)"1XT|XYT
= X(YTY)(YTY)"{(XTX)"{(XTX)YT
= XYy’
= A
(2) BAB = [Y(YTY)"L{(XTX)" XT|(XY D) [V (YTY) (X7 X)1XT)
= YVTY) L(XTX)Y(XTX)(YTY)(YTY) " L{(XT X)L X7
_ Y(yTy)fl(XTX)leT
B

(3) (AB)T = BT AT
= Y(YTY)"YXTX) 1 x4 (Y XT)
= X(XTX)"Y(YTy)-lyTyxT
= X(XTXx)"'xT
= X(YTY)(YTY) Y(XTX)"1XT
= XYY 'y) (X" Xx)" XT]
= AB

(4) (BA)T = ATBT
= YXOHYY'y)""(XTx)P X"
= YXTX(XTX)"L(YTY) YT
= Y(YTYy) T
= Y(YTY) {(XTX)"L(XTX)YT
= [Y(YTY)"YXTX)"1XT)(XYT)
= BA

MATLAB EXERCISES

1. The system is well conditioned since perturbations in the solutions are
roughly the same size as the perturbations in A and b.

(a) The entries of b and the entries of Vs should both be equal to the row
sums of V.

N

3. (a) Since L is lower triangular with 1’s on the diagonal, it follows that
det(L) =1 and

det(C) = det(L) det(LT) = 1

and hence C~! = adj(C). Since C' is an integer matrix its adjoint will
also consist entirely of integers.

7. Since A is a magic square, the row sums of A —¢I will all be 0. Thus the row
vectors of A — tI must be linearly dependent. Therefore A — tI is singular
and hence ¢ is an eigenvalue of A. Since the sum of all the eigenvalues is
equal to the trace, the other eigenvalues must add up to 0. The condition
number of X should be small, which indicates that the eigenvalue problem
is well-conditioned.
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8.

10.
12.

13.

14.

15.

Since A is upper triangular no computations are necessary to determine its
eigenvalues. Thus MATLAB will give you the exact eigenvalues of A. How-
ever the eigenvalue problem is moderately ill-conditioned and consequently
the eigenvalues of A and Al will differ substantially.

(b) Cond(X) should be on the order of 108, so the eigenvalue problem should
be moderately ill-conditioned.

(b) Ke = —He.

(a) The graph has been rotated 45° in the counterclockwise direction.

(¢) The graph should be the same as the graph from part (b). Reflecting
about a line through the origin at an angle of ¢ is geometrically the
same as reflecting about the z-axis and then rotating 45 degrees. The
later pair of operations can be represented by the matrix product

c —s 1 0] (¢ s
s c 0 -1} |s -c
where ¢ = cos 7 and s = sin 7.
(b)
b1 =by = 63,: by = %(52 + a3)
(¢) Both A and B have the same largest singular value s(1). Therefore
[Allz = s(1) = [ Bll2
The matrix B is rank 1. Therefore s(2) = s(3) = s(4) = 0 and hence
IBllr = llsll2 = s(1)
(b)
[Allz = s(1) = [ Bll2
(¢) To construct C, set
D(4,4)=0 and C=Ux*xDxV’

It follows that
[Cll2 = s(1) = [|A]l2

and

IC]Ir = V/s(1)% + 5(2)2 +5(3)2 < [Is]l2 = | All»
(a) The rank of A should be 4. To determine V1 and V2 set
V1=V(,1:4) V2=V(,5:6)
P is the projection matrix onto N(A). Therefore r must be in N(A).
Since w € R(AT) = N(A)*, we have
r’w=0
(b) Q is the projection matrix onto N (AT). Therefore y must be in N(AT).
Since z € R(A) = N(AT)*, we have

ylz=0
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(d) Both AX and U1(U1)T are projection matrices onto R(A). Since the
projection matrix onto a subspace is unique, it follows that

AX =U1(U)T

16. (b) The disk centered at 50 is disjoint from the other two disks, so it contains
exactly one eigenvalue. The eigenvalue is real so it must lie in the interval
[46, 54]. The matrix C is similar to B and hence must have the same
eigenvalues. The disks of C' centered at 3 and 7 are disjoint from the
other disks. Therefore each of the two disks contains an eigenvalue.
These eigenvalues are real and consequently must lie in the intervals
[2.7,3.3] and [6.7,7.3]. The matrix CT has the same eigenvalues as C
and B. Using the Gerschgorin disk corresponding to the third row of C*
we see that the dominant eigenvalue must lie in the interval [49.6, 50.4].
Thus without computing the eigenvalues of B we are able to obtain nice
approximations to their actual locations.

CHAPTER TEST A

1. The statement is false in general. For example, if
a=011x10° b»=032x10"2 ¢=0.33x10"2
and 2-digit decimal arithmetic is used, then
fl(fl(a +b)+¢c)=a=0.11 x 10°

and
flla+ fl(b+¢)) = 0.12 x 10°

2. The statement is false in general. For example, if A and B are both 2 x 2
matrices and C' is a 2 X 1 matrix, then the computation of A(BC') requires
8 multiplications and 4 additions, while the computation of (AB)C requires
12 multiplications and 6 additions.

3. The statement is false in general. It is possible to have a large relative error
if the coefficient matrix is ill-conditioned. For example, the n x n Hilbert
matrix H is defined by .

i+7—1

For n = 12, the matrix H is nonsingular, but it is very ill-conditioned. If you

tried to solve a nonhomogeneous linear system with this coefficient matrix

you would not get an accurate solution.

ij =

4. The statement is true. For a symmetric matrix the eigenvalue problem is well
conditioned. (See the remarks following Theorem 7.6.1.) If a stable algorithm
is used then the computed eigenvalues should be the exact eigenvalues of a
nearby matrix, i.e., a matrix of the form A + E where ||E|| is small. Since
the problem is well conditioned the eigenvalues of nearby matrices will be
good approximations to the eigenvalues of A.
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5. The statement is false in general. If the matrix is nonsymmetric then the
eigenvalue problem could be ill-conditioned. If so, then even a stable al-
gorithm will not necessary guarantee accurate eigenvalues. In particular if
A has an eigenvalue-eigenvector decomposition X DX ! and X is very ill-
conditioned, then the eigenvalue problem will be ill-conditioned and it will
not be possible to compute the eigenvalues accurately.

6. The statement is false. If A~ and the LU factorization are both available the
it doesn’t matter which you use since it takes the same number of arithmetic
operations to solve LUx = b using forward and back substitution as it does
to multiply A=!b.

7. The statement is true. The 1-norm is computed by taking the sum of the
absolute values on the entries in each column of A and then taking the
maximum of the column sums. The infinity norm is computed by taking the
sum of the absolute values on the entries in each row of A and then taking
the maximum of the row sums. If A is symmetric then the row sums and
column sums will be the same and hence the both norms will be equal.

8. The statement is false in general. For example if
4 0
=[03)
then ||A||2 =4 and [|A||F = 5.
9. The statement is false in general. If A has rank n, then the least squares
problem will have a unique solution. However, if A is ill-conditioned the

computed solution may not be a good approximation to the exact solution
even though it produces a small residual vector.

10. The statement is false in general. For example, if

1 0 10
A‘[o 108] and B_[o 0]
then A and B are close since || A— B| r = 1078. However their pseudoinverses
are not close. In fact, |AT — BT||p = 108

CHAPTER TEST B

1. If y = Bx then the computation of a single entry of y requires n multipli-
cations and n — 1 additions. Since y has n entries, the computation of the
matrix-vector product Bx requires n? multiplications and n(n—1) additions.
The computation A(Bx) = Ay requires 2 matrix-vector multiplications. So
the number of scalar multiplications and scalar additions that are necessary
is 2n? and 2n(n — 1).

On the other hand if C = AB then the computation of the jth column of C'
requires a matrix-vector multiplication ¢; = Ab; and hence the computa-
tion of C' requires n matrix-vector multiplications. Therefore the computa-
tion (AB)x = Cx will require n + 1 matrix-vector multiplications. The total
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number of arithmetic operations will be (n + 1)n? scalar multiplications and
(n+ 1)n(n — 1) scalar additions.

For n > 1 the computation A(Bx) is more efficient.

2. (a)
23 6|3 4 4 8|0 4 4 8|0
4480 — 12 3 6|31 —=101 2|3
13 4|4 1 3 4|4 0 2 2|4
4 4 8|0 4 4 8|0
- 10 2 2|4 =10 2 2|4
01 2|3 0 0 1]1

The solution x = (—3,1,1)7 is obtained using back substitution.

(b)

010 4 4 8
P=10 0 1], PA=]1 38 4
1 00 2 36
and
1 00 4 4 8
LuU=13 10 0 2 2
i 1 0 0 1
(c) If we set d = Pc = (8,2,1)7 and solve Ly = d by forward substitution
1 0 0/8
(Ld)=|1 1 0|2
Ly

then the solution is y = (8,0, —3)7. To find the solution to the system
Ax = ¢, we solve Ux =y using back substitution.

4 4 8] 8
U y)=10 2 2| 0
00 1]-3

The solution is x = (5, 3, —3)7.
3. If Q is a 4 x 4 orthogonal matrix then for any nonzero x in R* we have
|Qx|| = ||x|| and hence

Qx|

Il

= max
1l = ma

To determine the Frobenius norm of ), note that

1QIE = llar I* + llazll* + llas|* + lla,)* = 4
and hence ||Q||F = 2.
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4 (a) [Hli=1+3+1+1=2

|H= |1 = max(516, 5700, 13620, 8820) = 13620
(b) From part (a) we have cond; (H) = 22 - 13620 = 28375 and hence

.36 x 1071
|||t'|||| — 98375 . 03270 =2.043 x 1077
1

Ix = x|

< cond; (H
= 1(H)

. The relative error in the solution is bounded by

condy, (A) ~107¢

[Ib]oo

so it is possible that one could lose as many as 7 digits of accuracy.

. (a) a=3,8=30B3-1)=6,v=(-22-2)7

1 2 2
1 3 3 3
T 2 1 2
H:I—BVV = 3 3 3
_2 2 1
3 3 3
(b)

1 0 0

1 1

G=|Y B %

0o —L1 L1

V2 V2

. If A has QR-factorization A = QR and B = R(Q) then

Q"AQ = Q"QRQ=RQ =B
The matrices A and B are similar and consequently must have the same
eigenvalues. Furthermore, if A is an eigenvalue of B and x is an eigenvector
belonging to A then
QTAQx = Bx = Xx

and hence

AQRx = \Qx

So @x is an eigenvector of A belonging to A.

. The estimate you get will depend upon your choice of a starting vector. If

we start with up = xg = ey, then

vy = Ae; = ay, u; = %vl =(0.25,1)7

vy = Auy = (2.25,4)T, uy = vy = (0.5625,1)7

vz = Auy = (2.5625,5.25)7T, u3 = 5=v3 = (0.548810,1)7
vy = Aug = (2.48810,4.95238)T, uy = (0.502404,1)7

vy = Auy = (2.50240,5.00962)7, us == (0.499520, 1)7

ve = Aus = (2.49952,4.99808)T

. anonymous
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Our computed eigenvalue is the second coordinate of vg, 4.99808 (rounded to
6 digits) and the computed eigenvector is us. The actual dominant eigenvalue
of Ais A =5 and x = (0.5,1)7 is an eigenvector belonging to \.

9. Ifweset oy = |ja1]| =2, 81 =2, vi = (-1,1,1,1)T and H; = — iWVlT
then Hia; = 2e;. If we multiply the augmented matrix (A b) by H; we get

2 9 7
0 1] -1
0 -2 -2

Next we construct a 3 x 3 Householder matrix Hs to zero out the last 2 en-
tries of the vector (1,2, —2)7. If we set iy = 3, B2 = 6 and vy = (—2,2, —2)7,
then Hy =1 — %VQVQT. If we apply Hs to the last 3 rows of H1(A |b) we
end up with the matrix

2 9| 7
0 3 1
0 0|-2
0 0| O

The first two rows of this matrix form a triangular system. The solution
x = (2,4)" to the triangular system is the solution to the least squares
problem.

10. The least squares solution with the smallest 2-norm is

x=ATb=VEtU"b =

| G SIS
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