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Why Memory?

Intel 45nm Core 2
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Memory Hierarchy

Capacity Access Time
0.5-1KB pi| RegisterFile || 0.25-1ns
8-64KB g Level 1T Cache 1-4ns
256KB-2MB § Level 2 Cache 5-20ns
ps2sMB | MamMemoy | 35-50ms
10-50GB Hard Drive 5-10ms

Memory hierarchy gives the appearance of
large capacity and fast access time.

3
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Functional Block Diagram
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Memory Cell Types

* Schematic of 1-T DRAM cell, 6T dual ended SRAM cell

1-transistor DRAM

WL

1

BL

O

St:::rfa_g_e;J-

cap

STUDENTS-HUB.com

Industry standard DRAM cell
Smallest area per bit

Explicit storage capacitor
Destructive READ

6-transistor SRAM
WL

I

BL #BL

Industry standard SRAM cell
Used for FAST static arrays
Cross-coupled inverters
Non-destructive READ with
proper stability analysis
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Semiconductor Memory Classification

Memory
Random Non-Random EPROM Mask-Programmed
_— E'PROM  Programmable (PROM)
FLASH
DRAM LIFO
Shift Register
CAM

6
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Memory Arrays

Memory Arrays

Random Access Memory

Serial Access Memory

Content Addressable Memory

| (CAM)
Read/Wr'tle Memor Read OnII Memor |
i y y y . )
(RAM) (ROM) Shift Registers Queues
(Volatile) (Nonvolatile) ‘ | ‘ | ‘ ‘

‘ ‘ Serial In Parallel In First In Last In

Static RAM Dynamic RAM Parallel Out Serial Out First Out  First Out
(SRAM) (DRAM) (SIPO) (PISO) (FIFO) (LIFO)

| | | |

Mask ROM Programmable Erasable Electrically Flash ROM
ROM Programmable Erasable
(PROM) ROM Programmable
(EPROM) ROM
(EEPROM)
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onwords of 2m bits each AFFAY Architecture

If n >>m, fold by 2k into fewer rows of more columns
Good regularity — easy to design
Very high density if good cells are used

STUDENTS-HUB.com

bitline conditioning

wordlines
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i __________ ._| memory cells:
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Relevant Parameter of Memory Cell

— Read access time - the time between when a
word is requested and when it is available

— Write access time - the time between when a
word is requested to be written and when it is
actually written

— Read/write access time - the minimum time
between successive read or write operations

¢ Sometimes memories have multiple ports. In this
case the same data can be accessed by several "cus-
tomers’” at once.

— The read cycle may be staggered in time so
that a read can occur just after a write. Such
a multi-port memory is significantly challenging
to design

— Several ports may read the memory at once.
Read access times drop with each additional
port attempting to read a memory word

— A single write is allowed to any given word at a 9
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Relevant Parameter of Memory Cell

— Several writes to different words are allowed.
This poses significant problems with bit and
word-line cross-talk

— Multi-port memories are usually static

— It is hard to design multi-port memories witl
more than 2 ports.

— Routing becomes harder as the number of port
Increases

— Multi-port memories are used in register file
for RISC microprocessors, since very high band
width access to registers is required in such de
signs

e Memory is often organized in a hierarchy. So if
a item of data is not found on level i, then it we
search for it in level i+1 memory. Usually higher
levels of memory are slower and larger. The last
level of memory storage is usually a hard disk in
such an arrangement

e \What does the inside of the » word memory ook
like (where a word is a bits)?

— Simple-minded solution - Arrange the words lin-
early
STUDENTS-HUB.com

n words

50

51

53

a bits

—3=

wordy

word,

word,

ord
words _ Memory Cell

word, 1

word, 1

| Input/Output

10

Uploaded By: anonymous



Ag —=
A1 —
Ap 1—=

a bits

-

Row Decoder

/ >0 - wordy
o1 word
word»,
words
N
Y Sn_ 2 word,, -
Sn-1 word,, 1

Here. p = log>(n)

— But this requires n select lines, and » is large.

I Input/Output

— This motivates the use of a row decoder

STUDENTS-HUB.com

n words

h—i[ﬂhm}f Cell
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— So then the number of address bits is p = log,(n).
Hence the number of input pins to the memory
drops exponentially. The decoder ensures that
only one of the select lines s; is active at a time.

— However, with this approach, the memory is tall
and thin. It is » words by a bits, with n >> a.

— For a memory with »=2 and « =8, the aspect
ratio is roughly 2%°/2% =217 ~ 128, 000.

— This Is a problem for two reasons:

+ AS a dgeneral rule, for the same circuit area,
roughly square ICs result in best utilization
of wafer area, are easy to manipulate and are

factor cinra tho lanAaoct wive lanmath ic ermmallay

+ 'he thin and tall memory cell has very long
bit-lines, resulting in highly capacitive wires
and large output delays.

So we want to make the memory more or less
square.

To do this we use row and column decoders

as shown below
STUDENTS-HUB.com
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- 2" bats, or 2" words

2Pk
4 — -
Ak. 1— T I e ____I
i
Ap 11—
sw Decodef \ I

Here. p — loga(n)

Sense Amplifiers / Drivers

Ay ;
Ar 1 é

Column Decoder /
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[ Input/Output
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Memory 4

word line

bit line
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— This block-style design ensures that the longest
wire in the design is smaller than in a monolithic

memory. Hence it is faster.

STUDENTS-HUB.com
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Static RAM (SRAM)

¢ [Data, once written, need not be refreshed
o Recall the definition of bit and word lines
« SREAM cells are among the larger memory cells

e A SEAM is utilized in applications where

— Memory size is smaller but fast and clean signals
are desired.

— Typical application is a regqgister file

e Generically, a SEAM cell looks like:

15
STUDENTS-HUB.com Uploaded By: anonymous



SRAM

e The SRAM cell operates as follows:

— Writing data: Place the desired data (4) on
the BL line, and 4 on BL. Then assert WL. This
causes the node a to attain the 4 value, and the
node b attains the 4 value. WL is de-asserted
now. The cell is in steady state.

— Reading data: First we precharge both BL and
BL. Now we assert WL. Depending on the state
of a and b, either BL or BL is pulled low, the
other stays high.

e The load R can be implemented in several ways:

— Ifitis implemented as a PMOS device as shown
below, we get a 6-T SRAM cell (6-T stands for
6-transistor).

STUDENTS-HUB.com
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Random Access Memories (RAM)

d STATIC (SRAM)

Data stored as long as supply is applied
Larger (6 transistors/cell)
Fast

Differential (usually)

Ud DYNAMIC (DRAM)

Periodic refresh required
Smaller (1-3 transistors/cell)
Slower

Single Ended

17
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Random Access Chip Architecture

Q Conceptual: linear array
= Each box holds some data
= But this does not lead to a nice layout shape
= Too long and skinny

Q Create a 2-D array

= Decode Row and Column
address to get data

R
nimdrialielalal
sEERLESTLa ECN
''''''''''''''
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Basic Memory Array

CORE: Cell array "CORE"

- keep square within a 2:1 ratio , 2" x2"

- rows are word lines | ,/

- columns are bit lines S

- data in and out on columns 8 —™ 2 _|— Wordlines

- -g ~—Th

DECODERS: : A B BH3-— Cell

- needed to reduce total number 2 2 - |~ Bitlines

of pins; N+M address lines for ) . vee |

2N+M bits of storage Nz -

Ex: if N+M=20—> 220= 1Mb lumn decoderMUX /%
-

- used to select one or more
columns for input or output
of data

C
MULTIPLEXING: T T T Data
1

i
Column address

19
STUDENTS-HUB.com Uploaded By: anonymous



A 2-to-4 Binary Decoders

1]
1
() 0 0
A D
Binary Il>c 0 D_ 1 Decoded
Input 1 Output
(@) 1
B D
e —1—
1
A — B D: A B DD D1 Dg D3
B — | 5y > D, 0 0|1 00 0
Decoder 0 1 0 1 0 0
— D 1T 0[0 0 1 0
> D- 1T 110 0 0 1

20
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Memory Architecture: Decoders

M bits M bits
— N
r S .
— Word 0 Word 0
" Word 1 Ag Word 1
2 Word 2 Storage Word 2 Storage
cell 1 cell
N < —
words — Ars
52y | 'Word N-2 Word N-2
X 1> Word N-1 Word N-1
i K = log-N i
Input-Cutput Input-Output
(M bits) (M bits)

Intuitive architecture for N x M memory
Too many select signals:
N words == N select signals

Decoder reduces the number of select signals
K = log,N

21
STUDENTS-HUB.com Uploaded By: anonymous



Row Decoders

Collection of 2V complex logic gates
Organized in regular and dense fashion

(N)AND Decoder

— — —

WLy = Apd1d2434443546474849

Wilg1) = Apd 4434 454647444

WL =
NOR Decoder
WLD = AD +A1 +A2 +A3+A4+A5 +A6+A7" +A8 +A9
WL =fl— -I-;'11+;12+;{3 +f_14+_£5 +j6+;17 +;{E +4g

511 0

22
STUDENTS-HUB.com Uploaded By: anonymous



Decoder Design Example

1 1 o Y
) Wordline
- - i T J_
J—C —_—

i 1. |
1 1 = - -

[ B L1 Bitline Bitline
- ] (T s

0 Look at decoder for 256x256 memory
block (8KBytes)

23
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Problem Setup

a Goal: Build fastest possible decoder with
static CMOS logic

-

a What we know

= Basically need 256 AND vee
gates, each one of them

2N gates
drives one word line

-

2N address lines

24
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Problem Setup (1)

a Each word line has 256 cells connected to it
Q Total output load is 256*C__, + C,;..

a Assume that decoder input capacitance is
Caddress=4*c

a Each address drives 28/2 AND gates

= AO drives 72 of the gates, AO_b the other %z of the
gates

a Neglecting C,,.., the fan-out on each one of the

16 address wires is: ' ‘
F = HB_%:d —128. 22(6:Ccell _ pl3

cell

cell

25
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e EXxtra

26
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Decoder Fan-Qut

arnB.E atleast 213 means that we will want to

use more than log,(2'°) = 6.5 stages to
Implement the ANDS8

2 Need many stages anyways

= So what Is the best way to implement the AND
gate?

= Will see next that it's the one with the most stages
and least complicated gates

27
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LE=10/3 1 LE=2 5/3 LE=4/3 513 413 1
ITILE =10/3 ITLE =10/3 IILE = 80/27
P=8 + 1 P=4 + 2 P=2+ 2 + 2 + 1

28
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8-Input AND

S

>
PN

P

-

BareV
B

e

a Using 2-input NAND gates
» 8-Input gate takes 6 stages
a Total LE is (4/3)3 = 2.4

0 So PE is 2.4*2%3 — optimal N of ~7.1

STUDENTS-HUB.com
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01256 8-input AND gates

= Each built out of 2

dp =
tree of NAND gates ggz = Wsa

and inverters

256 gates

3 —

do —

Q Issue: =
= Every address line has ggf Jilss

to drive 128 gates (and a7 —

wire) right away

= Can’t build gates small enough - Forces us
to add buffers just to drive address inputs

30
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Look Inside Each AND8 Gate

Bp —
= -
-1—
92 = N wi
gﬁ— WI254 a4 — 264
5 —
§ = s —
a7 — Bp —
By =

&]CH Wiky =

COQOC000 QOO0 0O
MWk = O
I\ITIJU
2
3

L 11111

i

ED "N
D
e e
B
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Predecoders

0 Use a single gate for each of the shared
ferms

« E.g., from A,, A,, A,, and A,, generate four
signals: AA;, AA;, AjA;, AA,

0 In other words, we are decoding smaller
groups of address bits first

= And using the “predecoded” outputs to do
the rest of the decoding

32
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Predecoder and Decoder

STUDENTS-HUB.com

e e
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Predecoder/Decoder Layout

' Pffif Enl{f ﬁ'“'ll'rt'.!] (g
G.I.ur-r:,l I‘h{‘.ﬁl\l UF- -H"E Y e o N R . . =
e mul"’ ﬂ-.”n\.j R ;" SRAM
3 Cell
* Decoder must mutch &
- A
ht:hh,\r ok {RANM K Jrn.T
L
cel) | |
|
IP"’JH-:-J";_-I - —

ﬂ“nsﬁ.
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Predecode Options

a Two options for predecoding:

Iﬂ\ A rﬂl A; P!H.lqg- p‘IE,P!‘? ﬂaﬂilﬂaﬁg F’tqhgﬁlﬂ?

- f Optiow
OP‘\‘“#J o l '_____P_i____;l_-____:_____-]
=
. 1 :
= Y |
“ N Y "N G 'i 6\
T ‘ M-
[:T’l [2-v] |2 I -1} o6 |
T | [ i
|

35
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Predecode Options (2)

a Larger predecode usually better:

2 More stages before the long wires
» Decreases their effect on the circuit

a Fewer long wires switch
= | ower power

a Easier to fit 2-input gate into cell pitch

36
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What We Now Know

a Given decoder structure, input capacitance,
final load

» Can size the entire chain using LE for minimum
delay

a Is this the “best” we can do in terms of power
too?
» Not necessarily — probably want to reduce sizes
— (especially on final decoder inputs)

» |s there anything else we can do to improve
energy even further?

37
STUDENTS-HUB.com Uploaded By: anonymous



Basic Static Memory Element

ey
-

« If D is high, D_b will be driven low
« Which makes D stay high

* Positive feedback

38
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Writing into a Cross-Coupled Pair

TT 4I>°
Access transistor must be able to overpower the feedback

39
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6-transistor CMOS SRAM Cell

® WL ®
VDD
M, ID _c| M,
;{:— Ej - -Q Mg —9
*— 2 ¥ "
BL BL
1

40
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SRAM Column

WLO

WwLZ

WL3

41
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SRAM Operation
Write /L

Hold

s

STUDENTS-HUB.com

1

|
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SRAM Qperation

Read
_ /O

1J—'r4|>°*f—'r‘

1

—h
— 'z

VUD

_
=

* Q_b will get pulled up when WL first goes high

« Reading the cell should not destroy the stored value

43
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CMOS SRAM Analysis (Read)

WL

BL 9| M

Voo
Chit T

4 2.5;*11"::
kn, Mi({ FUU —-AV - Vrn}v'u_m'rn S 2o

2

a=0 = T Y
._'JE 0=1 M

6

BL

Vop
T Chit

J = kn,.ﬁl({vﬂﬂ_vf'n}ﬂv_ A

WL
T W/ Ls

.a.v“*j

F=

AV =

7 7
Visara T CR(Vpp=Vi,) - JVnSATn(] +CR)+ CR* (Vpp-Vyp,)

2

CR

STUDENTS-HUB.com
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CMQOS SRAM Analysis (Read)

1.2
>
SO \
?i 0.8 \
% 06 W, /L,
5 K= W,
> 0.4 -
5 —_—
> V%i%ag-e r1sg [ V]
0

0 05 11215 2 25 3
Cell Ratio (CR)

45
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CMOS SRAM Analysi

Vbp

My l

Q=1

kp, m(( Vop— |UT;;| ) Vagrsa =

. M5|_.

BL =

2

0

qu Tp

2

1 u
V{; = Von— v'ﬂr—J[ Vo= Vi) _EP“FFH[{VDU_|VH]}|.}F‘H.‘|'.-‘1TP_
i

STUDENTS-HUB.com

2
Vigsa T

2

)-

s (Write)

_wiL),

(W /L)

)
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CMOS SRAM Analysis (Write)

=
n

=
I

e
o Lo

Cell voltage [V]

=
.

-

0 0.5 1 1.5 18 2
Pull-up Ratio

47
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Read Static Noise Margin

V, 4 Obtained by breaking the
N o feedback between the inverters
SNM
Voo \?'l

48
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6T-SRAM — Layout

BL BLB
Vb
GND
WL
Compact cell
Bitlines: M2

Wordline: bootstrapped in M3

49
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65nm SRAM
a ST/Philips/Motorola

Access Transistor

20
STUDENTS-HUB.com Uploaded By: anonymous



What does the future hold?

1 Scaling will go on for some time

a But will slow down ...
1 The good news: Design rules!

ol
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6T SRAM Cell

 Cell size accounts for most of array size
* Reduce cell size at expense of complexity

« 6T SRAM Cell
* Used In most commercial chips
- Data stored in cross-coupled inverters
e Read: bit bit_b
- Precharge bit, bit b "
« Raise wordline — —
o Write:
 Drive data onto bit, bit b
« Raise wordline
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SRAM Sizing

* High bitlines must not overpower inverters
during reads

 But low bitlines must write new value Into

cell bit bit_b
word
weak
med ] [ _|med
[ 1 [ 1
A A b
q] strong [\
v
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Decoders

* n:2" decoder consists of 2" n-input AND gates

* One needed for each row of memory
* Build AND from NAND or NOR gates

Static CMOS Pseudo-nMQOS

1911 9.8 40Dw0rd0 d I[16
ﬁ% H% word iﬁ word
A1 1 Ha Dwordl A0 H 8
}- wordO AO 1 % s
A4

}-word1 . }— word2
)~ word2 D word3
}— word3
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Decoder Layout

* Decoders must be pitch-matched to SRAM
cell

* Requires very skinny gates

A3 A3 A2 A2 Al Al A0 AO

J<>< )f >L>f>l_T>L|J< J<Wd
Tx X | XX >— >f|><>f><1<

VDD

Dt

GND

NAND gate buffer inverter
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PLAS

* A Programmable Logic Array performs any
function in sum-of-products form.

* Literals: inputs & complements
* Products / Minterms: AND of literals
* Qutputs: OR of Minterms
« Example: Full Adder

AND Plane OR Plane
1T

bc
ac
ab
abc
abc
ahc
abC

s = abC + abT + abc + abc
C,, =ab+bc+ac

LLLLLLT

C S
STUDENTS-HUB.com Inputs Uploaded gy,;u@r?%‘nymous



PLA Schematic & Layout

AND Plane OR Plane

T

bc
ENIE! L
%E %E % ab
%E %E % abc
S IENEE I e
NN S am
L HE L L abc
T =
ATATA
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