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Artificial Intelligence Areas
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Natural
language
processing
(NLP)

Knowledge
Robotics representation
and deduction

Computer Machine
Vision (CV) Learning (ML)
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Machine Learning Basics
S

= Machine learning is a field of
computer science that gives
computers the ability to learn without
being explicitly programmed

o It is a branch of artificial intelligence,
concerned with the design and
development of algorithms that allow
computers to evolve behaviors based
on empirical data.

1 Most machine learning methods work
well because of human-designed
representations and input features
ML becomes just optimizing weights
to best make a final prediction
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Types of Learning

_
- Supervised: Learning with a labeled training set

Example: email classification with already labeled emails

] Training - features

Text
Documents, vectors

Images,

Sounds... ‘ i -

| Machine
Learning
Algorithm

’_r Labels | .

New
Text features
Document, |:> vector |:> Predictive |:> Expected
Image, Model Label
Sound

STUDENTS-AUBTom — Uploaded By: anonymous



Types of Learning

Unsupervised: Discover patterns in unlabeled data

Example: cluster similar documents based on text

Training
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Text

Sounds...

New
Text

Document,
Image,
Sound...
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Types of Learning
_

- Reinforcement learning: learn to act based on

feedback/reward

Example: learn to play Go, reward: win or lose

/Environment T Y Agent

.

:Q.J)‘ :

5

a Observe

Select action
using policy

e Action!

Get reward
or penalty

Update policy
(learning step)

Iterate until an
e optimal policy is
found
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Machine Learning Cycle
_

Gesture Prediction — An Example

TRAINING PHASE

Training Data Pre-processing Feature Extraction Learning Algorithm

|
BN RN

Accuracy |

°
- Trained |
Model
O i - g -k
A, T IPEFESEEmREFESEEEeEmeEEERSBS a

Pre-processing Feature Extraction Classification Post-processing

REAL TIME PREDICTION PHASE

Predicted
Gesture

=
v
-
v
N
_{J7 _

STUDENTS-HUB.com Uploaded By: anonymous



Classical ML Approach

Traditional pattern recognition models use hand-crafted features and
relatively simple trainable classifier.

hand-crafted “Simple”
feature Trainable output
extractor Classifier

This approach has the following limitations:
It is very tedious and costly to develop hand-crafted features

The hand-crafted features are usually highly dependents on one application, and
cannot be transferred easily to other applications

How to know what features/representation is best?
Difficult to know!

Why not learn the representation as well in addition to the mapping from
representation to output

Learned representations many times result in much better performance
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Deep Learning Approach

Deep Learning is “a subset of Machine Learning that achieves
great power and flexibility by learning to represent the world
as nested hierarchy of concepts, with each concept defined in
relation to simpler concepts, and more abstract
representations computed in terms of less abstract ones”.

Practically, Deep Learning” means using a neural network with
several layers of nodes between input and output.

The series of layers between input & output do feature
identification and processing in a series of stages, just as our
brains seem to.

STUDENTS-HUB.com Uploaded By: anonymous



Deep Learning Approach

[

STU

Deep learning (a.k.a. representation learning) seeks to learn rich
hierarchical representations (i.e. features) automatically through
multiple stage of feature learning process.

Low-level Mid-level High-level Trainable

s output
features features features classifier P
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Learning Hierarchical Representations

Output
Output Output !featl g from
\dditional
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P features features abstract
features
Hand- Hand- .
designed designed Features el
features
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Deep
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(corners and
contours)

Ist hidden layer
(edges)

Visible layer
(input pixels)
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Learning Hierarchical Representations

Low-level Mid-level High-level Trainable

epe output
features features features classifier P

Increasing level of abstraction

Hierarchy of representations with increasing level of abstraction.
Each stage is a kind of trainable nonlinear feature transform

Image
Pixel - edge - texton - motif - part - object

Text

Character - word - word group - clause - sentence - story
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So, Why is DL Useful?

Handling Complex Data: DL excels at processing and understanding
complex, high-dimensional data such as images, audio, text, and video.

Automated Feature Learning: DL models are capable of automatically
learning hierarchical features from data.

Manually designed features are often over-specified, incomplete and take a long
time to design and validate

Learned Features are easy to adapt, fast to learn

Deep learning provides a very flexible, (almost?) universal, learnable
framework for representing world, visual and linguistic information.

Adaptability: DL models can be adapted for various tasks through
transfer learning.

Can learn both unsupervised and supervised

Effective end-to-end joint system learning
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DL Vs. Classical ML in Term of Performance
]

Why deep learning
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Amount of data

How do data science techniques scale with amount of data?
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What made this possible?

_
o Big Data

Larger data sets

IMJSGE

Easier collection and storage

- Hardware Computing Power 2
Graphics Processing Units (GPUs), Google TPU Intel Nervana I\/IOV|d|us HW

_ A deep learning library

:
§
3
g

accelerators

- Open source software Keras

Improved techniques, new models, Toolboxes

-1 Five decades of research in machine learning ‘f’

o Resources and efforts from large corporations RN

-1 Better media coverage and success cases '
PYTORCH
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When to use Deep Learning or not over others?

Deep Learning out perform other techniques if the data size is
large. But with small data size, traditional Machine
Learning algorithms are preferable.

Deep Learning techniques need to have high end infrastructure to
train in reasonable time.

When there is lack of domain understanding for feature
introspection, Deep Learning techniques outshines others as you
have to worry less about feature engineering.

Deep Learning really shines when it comes to complex problems
such as image classification, natural language processing, and
speech recognition.
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ML History

1805—Least squares (Adrien-Marie Legendre)
1812—-Bayes Theorem (named after Thomas Bayes)
1913—-Markov Chains (Andrey Markov)

Probabilistic models—one of the earliest forms of machine learning, and it’s
still widely used to this day, e.g., Naive Bayes, HMMs.

Early neural networks were proposed in 1950s but lacked efficient training
methods.

KNN was conceived in 1967—the beginning of basic pattern recognition.

Rabiner’s (AT&T Bell Labs) work on HMMs in 1980s made them the model of
choice for sequential data.

Backpropagation algorithm for network training discovered in 1980s

The first successful practical application of neural nets came in 1989 from Bell
Labs (Yann LeCun), LeNet for US postal services.
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ML History

SVM was developed by Vladimir Vapnik and Corinna Cortes in the early
1990s at Bell Labs and published in 1995.

Decisions trees began to receive significant research interest in the
2000s, and by 2010 they were often preferred to kernel methods.

Kaggle competitions started in 2010. Gradient boosting and Random
forest (Tin Kam Ho in 1995) were the top two models most of the time.

Neural network winner—until 2012.
The Canadian Institute for Advanced Research (CIFAR) and Neural
Computation and Adaptive Perception (NCAP) research initiative:

The groups of Geoffrey Hinton (University of Toronto),
Yoshua Bengio (University of Montreal),
Yann LeCun (New York University and IDSIA in Switzerland) were still active in the area.

Others
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ML History

Deep Neural Network

(Pretraining)
Multi-layered Y
XOR Perceptron A
ADALINE (Backpropagation)
A A
F 3
Perceptron
Golden Age Dark Age (“Al Winter”)
Electronic Brain
1943 1957 1960 1969 1986 1995 2006

1960

1970 1980 1990

S. McCulloch - W. Pitts F.Rosenblatt ~ B. Widrow - M. Hoff D. Rumelhart - G. Hinton - R. Wiliams V. Vapnik - C. Cortes

* Adjustable Weights
* Weights are not Learned

« Learnable Weights and Threshold
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* XOR Problem

« Solution to nonlinearly separable problems

XAND Y XORY NOT X —_—
@ FowardActmw —> e
} o PR A4 S
< | w, w, Wy W, [ {
+1 41 2 +1 41 -1 -1 N o e c—
x/ l \.| x/ Iv \u >|< 1 ° o o o —— Backward Error

« Limitations of learning prior knowledge

« Big computation, local optima and overfitting * Kernel function: Human Intervention
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ML History

ImageNet competitions:
2011, accuracy around 74-75%

2012, system from Alex Krizhevsky (supervised by Geoffrey
Hinton) reached an accuracy of 83.6% (AlexNet)

2015 onwards ImageNet considered a ‘solved’ problem.

Kaggle is currently dominated by two approaches: Boosting
machines (for structured data) and deep learning (for
perceptual problems)
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The 2012 Revolution
-

Image classification
Easiest classes

« IMAGENET Large Scale Visual
Recognition Challenge (ILSVRC)

* 1.2M training images with
1K categories

* Measure top-5 classification error

ed fox (100) hen-of-the-woods (100) ibex (100)

r
L TN —

tiger (100) hamsler(100) porcup|ne(100) stlngray(100) Blenheim spaniel (100)

Hardest classes

goldfinch (100) flat-coated retriever (100)

muzzle (71) hatchet (68) water bottle (68) velvet (68) loupe (66)
Output Output
Scale Scale \ Bhon
Tshlrt T-shirt " ' - . e
J Giant panda X s \
Drumstlck Drumstick hook (66) spotlight (66) ladle (65) restaurant (64) letter opener (59)
Mud turtle Mud turtle )

J. Deng, Wei Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei

0. Russakovsky et al.,
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“ImageNet Large Scale Visual Recognition Challenge”

, “ImageNet: A Large-Scale Hierarchical Image Database”, CVPR 2009.
, Int. J. Comput. Vis.,, Vol. 115, Issue 3, pp 211-252, 2015.
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The 2012 Revolution

evsanaiithay,

T 5= i dense

\ 192 128 Max
Strid Max 128 Max pooling

of 4 pooling pooling
_- * The success of AlexNet, a deep convolutional network

« 7 hidden layers (not counting some max pooling layers)
* 60M parameters

 Combined several tricks
CNN based, non-CNN based » RelU activation function, data augmentation, dropout

204¢ 2048

A. Krizhevsky, I. Sutskever, G.E. Hinton “ImageNet Classification with Deep Convolutional Neural Networks”, NeurlPS 2012
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Performance of CNN Networks

_
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) winners

307 282
152 layers| [152 layers| [152 layers
25
20
16.4
15
11.7 |19 layers| |22 layers
10
7.3 6.7
5.1
5 e B
NN B 5 =
2010 2011 2012 2013 2014 2014 2015 2016 2017 Human
Linetal Sanchez &  Krizhevskyetal  Zeiler & Simonyan &  Szegedy et al He et al Shao et al Hu et al Russakovsky et al
Perronnin (AlexNet) Fergus  Zisserman (VGG) (GoogleNet) (ResNet) (SENet)
1959 1963 1970s 1979 1986 1997 1999 2001 é:lft’:;rffgz_ 2009
Hubel & Wiesel Roberts David Marr Gen. Cylinders Canny Norm. Cuts SIFT V&) PASCAL ImageNet
1958 1969 1980 1985 2006 2012
Perceptron Minsky & Papert Neocognitron Backprop LeNet Deep Learning AlexNet
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2012 to Present: Deep Learning is Everywhere

Classification

motor scooter

motor scooter

agaric

mushroom
Jelly fungus
gill fungus
fire engine | dead-man's-fingers

ire bullterrier
currant
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Figures copyright Alex Krizhevsky, llya Sutskever, and Geoffrey Hinton, 2012. Reproduced with permission.

Retrieval
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2012 to Present: Deep Learning is Everywhere

& .
Figures copyright Shaoging Ren, Kaiming He, Ross Girschick, Jian Sun, 2015. Reproduced with Figures copyright Clement Farabet, 2012.

permission. Reproduced with permission. [Farabet et al, 2012]
[Faster R-CNN: Ren, He, Girshick, Sun 2015]
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2012 to Present: Deep Learning is Everywhere
_

Image segmentatlon and recognltlon
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2012 to Present: Deep Learning is Everywhere
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2012 to Present: Deep Learning is Everywhere
o

|mage No errors
Captioning
[Vinyals et al., 2015]

[Karpathy and Fei-Fei,
2015]

A white teddy bear sitting in A man in a baseball
the grass uniform throwing a ball

A man riding a wave on A cat sitting on a
top of a surfboard suitcase on the floor
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2012 to Present: Deep Learning is Everywhere

0 Deep Art: Combining
Content and Style from
Different Images

-1 Coarse-scale Content
from one image, Fine-
scale Style from another
image

o Dynamic Capacity
Networks (DCNs) learn

sophisticated multi-scale
representations

L. Gatys, A. Ecker, M. Bethge
A Neural Algorithm of Artistic Style (ArXiV 2015: eprint arXiv:1508.06576)
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2012 to Present: Deep Learning is Everywhere
_

Generative Adversarial Nets (GANs) for Natural Image Translation

Monet ©_ Photos e Zebras T Horses - Summer 7, Winter

photo —Monet 5 horse — zebra 5 winter — summer

STUDENTS-HUB.com Uploaded By: anonymous



2012 to Present: Deep Learning is Everywhere

NVIDIA DRIVE px 2

LiLLiPyUT

Deep learning crucial for the global success of automotive autonomy —

,6/26/2018
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https://www.automotiveworld.com/analysis/deep-learning-crucial-global-success-automotive-autonomy/

Most Recent

DALLE 2

DALL:E 2 is an Al system that can create realistic images and art
from a description in natural language.

Input: An armchair in the shape of an
avocado
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Most Recent

(2) AmnGAN (b)) MurorGAN (¢} DMAGAN () ARRPNGAN  (e) Ground Tnieh
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