Pulse Modulation
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Sampling Theorem
Lecture Outline

* In this this, and the next few lecture, we will address the
subject of pulse code modulation, where an analog
source can be converted 1nto a dlgltal waveform via
sampling, quantization, and binary encoding.

* This lecture focuses on ldeal Sampling and the Sampling
Theorem.

* The phenomenon of aliasing is explained in detail.

*In the next lecture, we will present two other sampling
techniques, which are natural and flat-topped sampling.
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Pulse Code Modulation

* Sources are of two types; analog and digital. For an analog source, the input transducer is used to
convert the physical message generated by the source into a time-varying electrical signal called the
message signal (like the human voice). This is a continuous time continuous amplitude signal.

* An analog source can be converted into digital via sampling, quantization, and encoding. This process
is called pulse code modulation

Pre-aliasing filter Digital (L-Levels) Binary
cﬁr?:;r:i%l?;- - Low-pass i; S s . PCM signal
time message filter ampler > Quantizer —> Encoder :‘::h?rﬁ::;c? ntgut
signal
e B 2(kTs) 2= {F%5 ., ) rll%()mel%mnm_lrlrF)ﬁ
N ooo o o 7

»Sampler: I[f W is the highest frequency component in a signal, then the sampling rate required to
reconstruct the message from its samples should follow the Nyquist Rate where f, > 2W.

» The output of the sampler is a continuous amplitude discrete time signal.

» Quantizer: Converts the continuous amplitude samples x (kT;) into discrete level samples % (kT)
taken from a finite set of L possible values X = {X7, %3, ..., X }.

»Binary Encoder: Each quantized level is represented by r = log, L binary digits

2
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>ampling lecnniques

* Sampling: is the process by which a continuous time continuous amplitude
signal is converted into a discrete time continuous amplitude signal.

There are three types of sampling:
* |deal sampling: To be presented in this lecture
* Natural sampling: To be discussed in the next lecture
* Flat-topped sampling (sample and hold): To be discussed in the next lecture.
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|deal Sampling: The Periodic Train of Impulses
* Periodic Signals: A periodic signal g(t) is expanded in the complex Fourier series form as:

0.0)

s g =) el ot s 3{g(0) = Y Co 8(f —nfp)
Example: Consider the following train of impulses g(t) = Z:F_OO 6(t —mT,)

Solution: The Fourier coefficients are obtained by integrating over one period of g(t).
. Ly = -1—-fT°/2 g(t) e Inwotge = 2 = fo ; Note that the sifting property has been used.
Ty —To/2 Ty

* Therefore, the complex Fourier series of g(t) is

1 (o¢)

. g(t) = 711_02;-5:_00 e/nwot: = 3Ly ()} = ;—OZ%_OOS{efnwof} - > 8 —nfy)

'S Y8 —mTo) ==X 8(f —nfo).

Remark 1: Note that the signal is periodic in the

g(t) G(f) time domain and its Fourier transform is periodic
in the frequency domain.
T T T T T T T T «++  Remark 2: This sequence will be found useful
. » When the sampling theorem is considered later in
sl R ey “2fo~fo 0 fo 2fo f  thislecture. -
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|deal Sampling
* Ideal Sampling: The message m(t), with Fourier transform M(f), which is band-limited to W
Hz, is multiplied by a periodic sequence of ideal impulses with period T to produce the
sampled signal m(t).

m(t)
g(t)

ms(t) <
s(t) = (kTs)6(t — KTs)
|| —@ L
| my(t)
5 '

m(t)
~T, o T, Ts ; /
Z 8(t —mT,)

m=—co 2TS 3Ts
s 7 0 TS { l —

S()m(t) = m(0)6(t) $
6(t - Ts)m(t) = m(Ts)a(t - Ts)
8(t — kT, )m(t) = m(kT,)8(t — kT) \
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|deal Sampling
s mg(0) =m@©g) =m() ¥, __ 6 -mT) = ¥~ mKT)S(t — kTy)
* Recall the Fourier transform pair: G(f) = I(g(t)) =Ti0 o O(f —nfy)

* Hence, m.(t) = m(t) 71,—):',.,?:__00 eJnwot. product of two functions in the time
0
domain.
* The Fourier transform of m(t) is the convolution of M(f) and G(f)

0¢8]

* My(f) = M(F) * G(f) =M() + = 2 8(F = nf)
1 CO
M =2 ) M(F-nfy)

n=—0oo
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|deal Sampling: f; > 2W

1
M(f) =7 ) M(f—nfy)

n=-—0oo

* Let M(f) be as given in the figure. When f¢ > 2W, M (f) will look like

M
‘D LpF
[T\ N ; -

-2f _fs—W'fs fs+W —-W Is fs+W
m(t) y(®) _1
i BT LICH V() = M)

e v(©®) = 5-m(®)
-W 0 w 7
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The Sampling Theorem

* A bandlimited signal with no frequency components above W Hz can be
recovered uniquely from its samples taken every T ¢ seconds provided that
fe= 2W,where f, = 1/T is the sampling rate is samples/sec.

* The message m(t) can be recovered from m(t) using an ideal LPF with
bandwidth W.

* The Sampling frequency f, = 2W , is called the Nyquist rate. It represents
the minimum rate at which a sighal must be sampled in order to
reconstruct it from its samples without distortion.

* When the sampling rate is less than the Nyquist rate, a distortion type of
noise called Aliasing results.
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Sampling Theorem and Aliasing

* Let M(f) be the Fourier transform of the message m(t).
* When f; < 2W, M (f) will look like

Az

-W 0
Ms(f) 1

co

Ms(f)ZTLS nz_ooM(f_nfs)-

S

M(f—fs)

/ M(f+fs) \ / \

—fo-w Ts  forwQf-w s roew -
Y(f) =LPM(f) + M(f — fs) + M(f + f5)}

Y|

— LPF (—

Y() % M)

s

mg (t) y(t) l

1
" 8 o - y(t) # T—Sm(t) .
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Sampling Theorem: Example f¢ > 2W

6
4

m(t)
2
0
2 — - T ' - - v
0.000 0.025 0.050 0.075 0.100 0125 0.150 0175 0.200
6
4
1 my®

[ | [ |

o i

| I Lt | ol
2 T VIV T T T Vr' T
0.000 0.025 0.050 0.075 0.100 0125 0.150 0175 0.200

m(t) = 3cos2m(10)t+2cos2m(20)t+cos2m(30)t
[ =207 [ =10,0195

le-8

af”

2

0

0.000 0.(;'.25 00’50 0 0"/5 0 ]:00 0 125 0 fSO ] ;:75 0.200
* Since the sampling rate is greater than the Nyquist rate,

the original signal is recovered without distortion.

L ]

Output contains the message frequencies: 10, 20, 30
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wi - M(f)
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0.0
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oom-— Ms(f

'II

0.005 1

1

0.000
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100

| BW=40Hz

-160 -144 -128 -112 -96 -80 -64 48 -32 -16 O

16 32 48 & B0 9 112 128 144

0010 4

Y(f) =k M(f)

0.005

0.000

T

-160 -140 -120 -100 -80 -60 -40 -20

100 120 140

0.010 1
0.005 1 Y(f) =k M(f) ’ |
0.000 ‘ ‘ . | .
-120 -90 -60 -30 0 30 &0 %0
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Sampling Theorem and Aliasing : f, < 2W

6
4
) m(t)
0
_2 T T 12 T . 2 * - i
0.000 0025 0.050 0075 0.100 0125 0150 0175 0200
6
' (t)
mg(t
2 l I
0
| | [ | | |
=2 T T r T v g ) 4
0000 0025 0.050 0075 0.100 0125 0150 0175 0200

m(t) = 3cos2m(10)t+2cos2m(20)t+cos2m(30)t
f.=25:1=1/45=0.022

le-8

M(F) =7 (M(P) + MU~ £+ MF+ ) + )
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Ms(fgw;%/
maninEafill

15

v M(f)

i

00 - -
-120 -90 -60 3 /

IW

0 D 50

i
L1

0000 . x
-90 -70 -50 -30
100

| BW =32

025

N
=90 -81 -72 63 -54 45 -3¢ -27 -18 5 0 9 B8 27 ¥ 4 M 68 n l}

Output contains the message frequencies: 10, 20, 30
Hz. In addition to aliasing frequencies within message
bandwidth (45—-20)=25and (45-30) =

y(t) = k{3cos2m(10)t+2cos2mr(20)t+cos2m(30)t
+2cos2m(25)t + cos2m(15)t
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le-8
24
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0
_Iw
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y(t) = kcos2n(80)t + kcos2m(20)t
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M(f)

Sampling Theorem and Aliasing : Example f¢ < 2W
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Natural Sampling
Lecture Outline

* Sampling: is the process by which a continuous time continuous amplitude
signal is converted into a discrete time continuous amplitude signal.

* There are three types of sampling: Ideal sampling, natural sampling, and
flat-topped sampling.

* [deal sampling, the sampling theorem, and the phenomenon of aliasing
were presented in the previous lecture.

* This lecture focuses on natural sampling and the sampling theorem.

* In the next lecture, we consider
* Flat-topped sampling (sample and hold).
* Time division multiplexing (TDM)

STUDENTS-HUB.com Uploaded By: Jibreel Bornat



The Periodic Train of Rectangular Pulses: Fourier Series

* Example: Find the trigonometric Fourier series of the periodic rectangular signal defined
over one period Ty as:

+4, -2 =t <7142
9(t) = { otherwise
* Solution: The FSis given as g(t) ~ ag + Xn=1(a, cosnwyt + b, sinnwyt)
/2

ap= T—f /29 gt)dt = ag = At/T,; t/T, is called the duty cycle of the pulse train.

2

2 .2 : .
* b, = —fr/ g(t) sm(—ln t)dt = 0; g(t)is an even function of t
To 7 —7/2 To
v ay == g(t) cosEEt)dt == [T/? AcosZERt) dt = a,, = 2= sin()
TOJ_T/Z'J\ s \To = TO 0 o 9 ([} n L OJ
T, 2T, 3
e a, =0whenn=-=2,=2 -2 _ g1 A R
T T T e fm—— -
* This is demonstrated on the next slide ]
| : : —
~To/2 —-T/2 0 T/2 To/2 To
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The Periodic Train of Rectangular Pulses: Time and Frequency

The Fourier series of the pulse train is:

The Fourier transform is :

Example:
° g = 10 HZ, To = (.1 ::Z
* Duty cycle — = 0.2 o
T |
* a, = 0when: oo
e n=To 2T 3T =
- ) T ] T f LD -1.00 -

* n=5,10,15, ..

* Spectral lines at 5f,, 10/, ...

vanish ay = At/T,

2A (mr‘t)
a, = —sin(——
n nim TO

STUDENTS-HUB.com

(t)

9 ~ ay + Ty
G() = ap8(f)+ )

n=1

(a,, cos2mnf,t)

a7n [6(f —nfy) + 6(f +nfy)]

0.0

0.6 1
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041
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0.2 1

0.1 1

00
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as = a9 =0
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Natural Sampling

* Natural Sampling: The message m(t), with Fourier transform M(f), which is band-limited to
W Hz, is multiplied by a periodic sequence of pulses with period T to produce the sampled
signal mg(t).

M
+1 Frequency f; lm(t) ()
g(t) mg(t) / N
» w W

T m(t) = m(t)g(t)

0 0 0 0 > m(t) ms(t)

T, 2Ty 3T 4T, 5 i)

ms(t) = m(t) when g(t) = 1 -
ms(t)=0  wheng(t)=0 0 [ ‘ 0
Next, we find M (f) in terms of M(f) mit)™
and fs = 1/T; ) i
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Natural Sampling: f3 > 2W
* ms(t) = m(t)g(t) = m(t){ao + Xn=1 an cos 2mnfst}
e my(t) =m(t)g(t) = agm(t) + Y= a, m(t) cos 2nnf;t

M) =@M+ ) S2M(f =)+ M(f + )

* When f¢ > 2W, M (f) will look like fs—W=2Ws>=f, >2W
i M (f)
-2f —fo-w fs  foAW —-W W w S fs+W

Y(f) = agM(f) Message recovered

mg(t
S(_)_. LPF y(D), without distortion
y(t) = agm(t)

W 0 w ’
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The Sampling Theorem

* A bandlimited signal with no frequency components above W Hz can be
recovered uniquely from its samples taken every T'; seconds provided that
fe= 2W,where f. = 1/T, is the sampling rate is samples/sec.

* The message m(t) can be recovered from m(t) using an ideal LPF with
bandwidth W.

* The Sampling frequency fs = 2W, is called the Nyquist rate. It represents the
minimum rate at which a signal must be sampled in order to reconstruct it
from its samples without distortion.

 When the sampling rate is less than the Nyquist rate, a distortion type of
noise called Aliasing results.
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Natural Sampling: f, < 2W
* Let m(t) be the baseband signal with bandwidth W Hz. Assume that f; < 2W
* Need to find M (f) and the filtered signal.

- 3, gwmrongenna [ 1N

V() = LP{agM(f) + S M(f = £.) + S M(F + £2) fe—W<W>=f, <2W

/-,
?M(f_fs

fo-w Ts f+wO0f,—-w Fs fo+w

p

0
@l LPF _‘Lt)_. Y(f) # agM(f) 9 \l Distortion due to

y(t) # agm(t) | aliasing is observed

-W 0 w
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Natural Sampling Example: f. > 2W

100
0.75 1
0.50 1
0.25 1
0.00 1
—0.25 1
-0.50 1
-0.75 1

-1.00 A1

m(t) = cos 2mt

e

1
M) = [8(f = D) +8(f + 1)

= 10 Hz, Duty cycIeTi = 0.5, f,, = 1 Hz ™~
0

m,(t)

S—

aom(t

P e

.0 0.2

0.4

0.6

0.8 10

0.25 1

0.20 1

0.15 1

0.10 1

0.05 1

a, = 0 when
T, 2T, 3T

T T T

n=246, ..

% m(f + 30)

) ) ) oo

2 y

.
=
-

J_

M (S @M() + D S M = nf,) + M(f +Rf )]

n=1

as
7M(f - 30)

0.00

—-0.05 A

-~
-
5555
-
- -
_______

M(f +10) ayM(f)

~
~
~
~
g

-
"
Seo -
- -
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Flat-Topped Sampling

Lecture Outline

* This lecture continues the coverage of the techniques via which a
continuous message signal can be sampled, as part of a PCM system

* Sampling: is the process by which a continuous time continuous amplitude
signal is converted into a discrete time continuous amplitude signal.

* There are three types of sampling: Ideal sampling, natural sampling, and
flat-topped sampling.

* Ideal sampling, natural sampling, the sampling theorem, and the
phenomenon of aliasing were presented in the previous two lectures.

* In this lecture, we address the following topics

* Flat-topped sampling (sample and hold).
* Time division multiplexing (TDM)
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Flat-topped sampling (zero order hold sampling)

Sampling  Discharge Holding

D Switch S Switch  Capacitor

D

o,
m(t) | o_”: e
Va2 S 1

O

The sample and hold circuit performs the task of sampling.
The message m(t) is bandlimited to W Hz.

The sample and hold circuit consists of two field effect
transistor (FET) switches and a capacitor.

The sampling switch is closed for a short duration by a short
pulse applied to the gate G1 of the transistor. During this
period, the capacitor Cis quickly charged up to a voltage equal
to the instantaneous sample value of the incoming signal m(t) .
The sampling switch is opened and the capacitor C holds the

charge. m(l)

\ 55
m(())m\\g

my(1)

\ 4

Sampling frequency f; = 1/T
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Flat-topped sampling (zero order hold sampling)

Samiglog  Misdaie Weldig * The discharge switch is then closed by a pulse applied to its
D Switch S Switch  Capacitor gate G2 att=r.
» O * Due to this, the capacitor Cis discharged to zero volts.
m(®) D * The discharge switch is then opened and thus the capacitor
l | 1¢ has no voltage.
Ve, S '~ * Hence the output of the sample and hold circuit consists of a
sequence of flat topped samples
0, _L * QO  http://technical123b.blogsnot.com/2016/11/pulse-amolitude-modulation-
= .. pam.html A
R m(1)
Ve m(1)
| | m(Ty)
m(0) /
- Ts " .
Ve
T —» _ > 1
T s _ T 0 21,
& e TS <
Sampling frequency f; = 1 /T, et
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Flat-topped sampling

* Let h(t) be a basic unit amplitude pulse
defined as:

.M0={10<t<u

0 otherwise
* In flat-topped sampling, the sampler
generates a sequence of equally spaced
rectangular pulses whose amplitudes are
proportional to the message signal m(t)
at the sampling times m(kT).

* The sampled signal is represented as
mg(t) = )5, m(kT,)h(t — KT)

STUDENTS-HUB.com

: modeling
h(t)
1
0 0o
e
m(1)
‘m(T,)
m(0)
T
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Flat-topped sampling: modeling
* The sampled signal is represented as m(t) = 2%, m(kT,)h(t — kT )

* Using the identity, §(t — kT) * h(t) = h(t — kTy)
* Multiplying both sides by m(kT) we get, m(kT,)6(t — KT) = h(t) = m(kT,)h(t — kTy)
» Therefore, m.(t) can be expressed as: mg(t) = h(t) * 2., m(kT,)8(t — kT )

* Taking the Fourier transform, and recognizing that the second term corresponds to an ideally
sampled sequence, we get

* My(f) = H(f) - 3% M(f = kf'); where H(f) = tsinc(f7) .

% h(t) %
- Z m(kT,)8(t — kTy) 1 mg(t) = _Z,.; m(kT)h(t — kTy)
B m(t)
m(0) m(T) ‘ m(2L;) 0 |t 0 . n(0) m(Ty) m(2T;)
I ey B
0 3 2T, 5 Ts -
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Flat-topped sampling: spectrum and message recovery
* My(f) = H) - 2% M(f — kf5); H(f) = sinc(f7)

* Here, we observe that the spectrum of the flat-topped sampled signal corresponds to the
spectrum of the ideally sampled signal multiplied by the Fourier transform of the
rectangular pulse tsinc(ft).

* When m,(t) is passed through a low pass filter with bandwidth W, the output is y(t)

Spectrum of the message Spectrum of the ideally sampled sequence
M(f+fs) M) MG -f)
M(f)
m,(t) y(®) 1] ety
LPF Wo W -/ 2j S -Wo W 2, ad
Spectrum of the rectangular pulse Spectrum of the sample and hold signal
1 _ M g _i4——— |deal LPF
Y(f) = T—tsmc(ft)M(f) s() : i
* tsinc(f1). : :
Y 0 ye ! g WO W ~
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Flat-topped sampling: equalization
* The LPF filter outputis Y(f) = Tirsinc(fr)M(f).

* Note that Y(f) # kM(f) = Distortion.
* The distortion is due to the finite width 7 of the sampling pulse.

* When the message BW W <« 1/, the distortion is negligible. As T increases, the
distortion becomes more pronounced.

* Even though the signal is sampled at a rate f; > 2W, a distortion is observed.

* A distortion-free signal can be obtained by using an equalizing filter whose transfer
function is the reciprocal of the Fourier transform of the unit pulse

ms(t) 1 m(t) Here,
Heq=m——+ LPF — © f$>2W
* H(f) = Atsinc(f1)

Equalization implemented at the receiver
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Flat-topped sampling: single tone example

100

0.75 1

0.50 1
0.25 1

fs = 10 Hz; Duty cycIeTi = 0.5,7=0.5(T;) = 0.05
0

0.00 -
21 m(t) = cos 2wt
-0.50 -

-0.75 1

[6(f—1)+6(f+1)]

M(f) =

-1.00 1

2

0.0

0.2 04 0.6

08 10

0.25 A1

0.20 1

0.15 A1

0.10 A1

0.05 A1

0.00

i .
M) =HD ) MU —Kfy)

1

- el
ﬂﬂﬂﬂ
- e

~~— LPF

”

y(t) = kqcos 2mt

|—— |

kq = tsinc((1)7)

~

-y
e ppp———|
/’

4

r
1

005 mmmmman=®"

If the message is a single-
tone signal, no distortion
effect is observed.

H(H)M(f)

™
-~
-
S
- —
-------
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Now, let, m(t) = cos 2nt + cos 2n3t . M(f) =

Flat-topped sampling: multi-tone example
Example: Repeat the previous example with fs = 10 Hz; Duty cycle Tl = (.5, 7 = 0.5(T. ) =10.065

* The spectrum of the sampled signal is as shown in the figure below.
* The output of the LPFis y(t) = kqcos 2mt + kycos 23t + km(t)
* Amplitude distortion is observed

H(f)M(f)

mg(t)

[6(f-1)+8(f+1)] s 16(f-3)+8(f+3)]
2

2

LPF il

0.25 A1

0.20 1

0.15 1

0.10 A1

0.05 1

- -
- -
-
- o

0.00

-0.05 1
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1 b 1 k, = tsinc((1)7)
M =H —Z M —k ~1 1 » !
s(f) ) T, (f — kfs) - 1 : : " k, = tsinc((3)1)
- : : “n 2
' I \\\
i ! .
I I "
| :
1 } \\l\‘ I
3 1.1 3
20 10 0 10 2 k.
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Time Division Multiplexing (TDM)
e Time Division Multiplexing (TDM): A technique which allows multiple users to use the same channel
by assigning each user a portion of the transmission time without interfering with other users.

e Let N be the number of sources. The time axis is divided into N slots and each slot is allocated to a
source.

e Each source transmits only during its slot, avoiding the possibility of a collision.

e When a user transmits during its slot, it utilizes the entire B.W. of the channel and this B.W. will be
made available to the next user during the succeeding time slot.

e The collection of the N slots is called a cycle.
e TDMA requires some form of synchronization.
e The number of signal samples transmitted per second should be larger than the Nyquist rate.

Data Data

| 1] 2|3 |41 2]3]4] f ;
— t 3t
=11 1 1 1 I EItte
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Time Division Multiplexing: Example
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