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Boundary-Value Problems in Rectangular Coordinates
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In this and the next two chapters, the emphasis will be on two procedures that are frequently used in
solving problems involving temperatures, oscillatory displacements, and potentials. These problems,
called boundary-value problems (BVPs) are described by relatively simple linear second-orde1
partial differential equations (PDEs). The thrust of both procedures is to find particular solutions of ¢
PDE by reducing it to two or more ordinary differential equations (ODEs).

We begin with the method of separation of variables for linear PDEs. This method applied to ¢
boundary-value problem leads naturally back to the important topics of Chapter 12; namely, Sturm-
Liouville problems, eigenvalues, eigenfunctions, and the expansion of a function in a series of
orthogonal functions.

13.1 Separable Partial Differential Equations

— Introduction Partial differential equations (PDEs), like ordinary differential equations (ODEs)
are classified as /inear or nonlinear. Analogous to a linear ODE (see (6) of Section 1.1), the
dependent variable and its partial derivatives appear only to the first power in a linear PDE. In this
and the chapters that follow, we are concerned only with linear partial differential equations.

[] Linear Partial Differential Equation If we letu denote the dependent variable and x and y the
independent variables, then the general form of a linear second-order partial differential equation
is given by

a*u 8u 31 du

P I Ll MR e B O e iy PR} (1)
dx” dxdy ay- dx ay

where the coefficients 4, B, C, ..., G are constants or functions of x and y. When G(x, y) = 0, equation

(lg 1s said to be homogeneous; otherwise, it is nonhomogeneous.
TUDENTS-HUB.com Uploaded By: anonymous



EXAMPLE 1| Linear Second-Order PDEs

The equations

a’u a’u ' i

=t =—a=10 ad. =y

dx” ay” dx™ ay
are examples of linear second-order PDEs. The first equation is homogeneous and the second it
nonhomogeneous. =

[] Solution of a PDE A solution of a linear partial differential equation (1) is a function u(x, y) of
two independent variables that possesses all partial derivatives occurring in the equation and that
satisfies the equation in some region of the xy-plane.

It is not our intention to examine procedures for finding general solutions of linear partial
differential equations. Not only is it often difficult to obtain a general solution of a linear second-
order PDE, but a general solution is usually not all that useful in applications. Thus our focus
throughout will be on finding particular solutions of some of the important linear PDEs, that is.
equations that appear in many applications.

4 We are interested only in particular solutions of PDEs.

[] Separation of Variables Although there are several methods that can be tried to find particular
solutions of a linear PDE, in themethod of separation of variables we seek to find a particular
solution of the form of a product of a function of x and a function of y,

u(x, y) = X() X(y).

With this assumption, it is sometimes possible to reduce a linear PDE in two variables to two ODEs
To this end we observe that

du
dx % T Tyt

where the primes denote ordinary differentiation.

EXAMPLE 2| Using Separation of Variables

Find product solutions of ™% _ 4%
dx- vy

SOLUTION Substituting u(x, y) = X(x)¥(y) into the partial differential equation yields
X'Y=4XY.

After dividing both sides by 4XY, we have separated the variables:
il

X, ¥

Since the left-hand side of the last equation is independent of y and is equal to the right-hand side,
which is independent of x, we conclude that both sides of the equation are independent of x and y. In
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write this real separation constant as —4. From the two equalities,

i

x_ vy A

we obtain the two linear ordinary differential equations
X"+4\XX=0 and Y +A¥=0. (2)

p See Example 2, Section 3.9 and Example 1, Section 12.5.

For the three cases for A: zero, negative, or positive; that is, A =0, 1 =—a? <0, and 1 = a® > 0, where
a > 0, the ODEs in (2) are, in turn,

X"=0 and Y =0, (3
X"—4a’X=0 and VY —oY=0, (4)
X"+4a’X=0 and VY +¥=0. {5)

Case I (A = 0): The DEs in (3) can be solved by integration. The solutions areX =c; + ¢, x and ¥ =
c3. Thus a particular product solution of the given PDE 1s

u=XY=1(c, +cx)c; = A, + Byx, {6)

where we have replaced c,c; and c;c; by A, and B, respectively.

Case II (). = —a?): The general solutions of the DEs in (4) are

&y

X =c,cosh2ax+ c;sinh2ax and ¥ =cge
respectively. Thus, another particular product solution of the PDE is
u = XY = (¢, cosh 2ax + ¢5 sinh Em']c'ﬁf":-’
or U= A;E’“:‘ cosh 2ax + E':f“z" sinh 2eex, {7

where A, = ¢, and B; = e5¢;.

Case I1I (). = ¢?): Finally, the general solutions of the DEs in (5) are

oy

X=ccos2ax+ cysinZax and ¥ = ce ™"
respectively. These results give yet another particular solution

oy

¥ sin 2eex, (8)

o

= Ase *Ycos 2ax + Bje”

“"hefe .."1_'; — CCy ::'Lnd B_‘; — Cgly. E

It is left as an exercise to verify that (6), (7), and (8) satisfy the given partial differential equation
Uy, = 4u,,. See Problem 29 in Exercises 13.1.

Separation of variables is not a general method for finding particular solutions; some linear partial
differential equations are simply not separable. You should verify that the assumption # = XY does not
lead to a solution for 6%u/0x* — Ou/dy = x.

[] Superposition Principle The following theorem is analogous to Theorem 3.1.2 and is known as
the superposition principle.
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Theorem 13.1.1 Superposition Principle

Ifuy, u,, ..., u; are solutions of a homogeneous linear partial differential equation, then the linear
combination

u=ciuy+coy ... +cpuy,

where the ¢;, i =1, 2, ..., k are constants, is also a solution.

Throughout the remainder of the chapter we shall assume that whenever we have an infinite set u,
Uy, U3, ... of solutions of a homogeneous linear equation, we can construct yet another solution u by
forming the infinite series

= -E-'."_.;Cu'.l’_.;C
k=1
where the ¢, k=1, 2, ..., are constants.

[]  Classification of Equations A linear second-order partial differential equation in two
independent variables with constant coefficients can be classified as one of three types. This
classification depends only on the coefficients of the second-order derivatives. Of course, we assume
that at least one of the coefficients 4, B, and C is not zero.

Definition 13.1.1 Classification of Equations

The linear second-order partial differential equation

au & u 3 i i B
+ C—+D—+ E—+ Fu= G,

A3 = n .
dx~ axay v ax ay

where 4, B, C, D, E, F, and G are real constants, 1s said to be
hyperbolicif B> — 4AC = 0,
parabolic if B> — 4AC =0,
elliptic if B — 4AC < 0.

EXAMPLE 3| Classifying Linear Second-Order PDEs

Classify the following equations:

;) o) ] 3
a i did d7u d7u di d il

@) 3= (h) —=— c) —+—=0.
ax” dy ox* dy” dx - dy*

SOLUTION (a) By rewriting the given equation as

2
d°l dil

Tax? ay
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we can make the identifications 4 = 3, B = 0, and C = 0. Since B> — 44C = 0, the equation is
parabolic.

(b) By rewriting the equation as

weseethat 4 = |, B=0.c= —1.and B? — 44C = —4{1)(—1) = 0. The equation is hyperbolic.
() With o4 = |, B=0,C = 1.and B> — 4AC = —4(1)(1) < 0, the equation is elliptic. =

A detailed explanation of why we would want to classify a second-order partial differential
equation is beyond the scope of this text. But the answer lies in the fact that we wish to solve partial
differential equations subject to certain side conditions known as boundary and initial conditions. The
kinds of side conditions appropriate for a given equation depend on whether the equation is
hyperbolic, parabolic, or elliptic.

13.1 | Exercises Answers to selected odd-numbered problems begin on page ANS-30.

In Problems 1-16, use separation of variables to find, if possible, product solutions for the given
partial differential equation.

du du du ., du
|—=— 2._—+_"_—=D
dx dy dx ay
3 u tu,=u 4 u,=u, +u
di g dt dit
B. x—=y— B y—+x—=0
dx dy dx dy
42 2 22 42
d-u d i du d7u
1. —+—+—=0 8 y—+u=10
dx~ dxdy dy” dxdy
& u di & u di
. k——u=— k=010 k—=—5k=>0
dx~ dt dx~ daf
o i #u
WM. a—=——=
dx~ dr ~
, o &u di
1 a =% — >
dx~ df= dr
i 9 u o
B —+—+2%k— k=0
dx= oy ot
. 0% &*u
8 o ==l 15 w,tu,=u
dx~ ay” =

16. au, — g = u, g aconstant

In Problems 17-26, classify the given partial differential equation as hyperbolic, parabolic, or
elliptic.
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-
P

du d U a*u
+

dx~ dgxdy dy~
& u _ du & u
W 33— —Ft——=1
dx” dxay  dy”
a u - du & u
-+ 6 +9—=10
dx- dxdy dy~
i u & %
W ——nr— o B
dx~ dxdy dy~
au 9 u & u au _du
L =R 7 T 27
dx” dxdy dxdy dy dx

19.

#u % a7u #*u du du
23. i Sracbo—— 08— =00
dx~ dxay dy” ox dy

d-u d=u
B —+—=u
dx - av-

o au au i i
;g = 26, £ iR i i
ax” ar- ax - af

In Problems 27 and 28, show that the given partial differential equation possesses the indicated
product solution.

"8u L du du
I Rl =i
\ar?  r ar at
u = e * e Jar) + e, Yolar))
u 1 du 1 d%u
R s i e
dr- r dr reoae
u = (c,cos afl + ¢, sin af)cy™ + c ™)

29. Verify that each of the products u = X(x) X(y) in (6), (7), and (8) satisfies the second-order PDE
in Example 2.

30. Definition 13.1.1 generalizes to linear PDEs with coefficients that are functions ofx and y.
Determine the regions in the xy-plane for which the equation

iu : a’u a’u s
+ x4 py—— +H—H+axyu=10
dxdy gy

(xy + 1)

=

dx

is hyperbolic, parabolic, or elliptic.

= Discussion Problems

In Problems 31 and 32, discuss whether product solutions u = X(x) ¥(y) can be found for the given
partial differential equation. [Hint¢: Use the superposition principle. ]

au a%u ol
3N ——u=0 2 —+—=0
dx~ dxdy dx

13.2 Classical PDEs and Boundary-Value Problems

= Introduction For the remainder of this and the next chapter we shall be concerned with finding
psfugsbsolutions-f thasagond-order partial differential equations  Uploaded By: anonymous



E o= 5D (1)

L e (2)

or slight variations of these equations. These classical equations of mathematical physics are known,
respectively, as the one-dimensional heat equation, the one-dimensional wave equation, and
Laplace’s equation in two dimensions. “One-dimensional” refers to the fact thatx denotes a spatial
dimension whereas ¢ represents time; “two dimensional” in (3) means that x and y are both spatial
dimensions. Laplace’s equation is abbreviated g2, = o, where

d i du

Viu=—+ —
ox” dy

is called the two-dimensional Laplacian of the function u. In three dimensions the Laplacian of u 1s

G #’u #u i
Vom = ——+ —=r——
ax= dy” i

By comparing equations (1)—(3) with the linear second-order PDE given in Definition 13.1.1, withz
playing the part ofy, we see that the heat equation (1) is parabolic, the wave equation (2) is
hyperbolic, and Laplace’s equation (3) is elliptic. This classification is important in Chapter 16.

[] Heat Equation Equation (1) occurs in the theory of heat flow—that is, heat transferred by
conduction in a rod or thin wire. The functionu(x, ¢) is temperature. Problems in mechanical
vibrations often lead to the wave equation (2). For purposes of discussion, a solutionu(x, ¢) of (2)
will represent the displacement of an idealized string. Finally, a solution u(x, y) of Laplace’s
equation (3) can be interpreted as the steady-state (that is, time-independent) temperature distribution
throughout a thin, two-dimensional plate.

Even though we have to make many simplifying assumptions, it is worthwhile to see how equations
such as (1) and (2) arise.

Suppose a thin circular rod of length L has a cross-sectional area 4 and coincides with the x-axis
on the interval [0, L]. See FIGURE 13.2.1. Let us suppose:

cross section of area A

|

T i ™
[) —|-|*I Pl —e | |

i ! |
e '\ I“r—--—-- L)

0 X x+Ax L x

FIGURE 13.2.1 One-dimensional flow of heat

» The flow of heat within the rod takes place only in the x-direction.

» The lateral, or curved, surface of the rod is insulated; that is, no heat escapes from this surface.
* No heat is being generated within the rod.

» The rod is homogeneous; that is, its mass per unit volume p is a constant.

sTUHENResiiig heatpand thermal conductivity K of the material of}b?draa BFe B?‘.‘%ﬁ%ymou S



To derive the partial differential equation satisfied by the temperature u(x, ¢), we need two
empirical laws of heat conduction:

(i) The quantity of heat Q in an element of mass m is

O = ymu, {4)

where u is the temperature of the element.
(11) The rate of heat flow Q, through the cross section indicated in Figure 13.2.1 is

proportional to the area A of the cross section and the partial derivative with respect to x of
the temperature:

0, = —KAu, (5)

Since heat flows in the direction of decreasing temperature, the minus sign in (5) is used to ensure that
Q;, 1s positive for u, <0 (heat flow to the right) and negative for u, > 0 (heat flow to the left). If the

circular slice of the rod shown in Figure 13.2.1 between x and , + p . 1s very thin, then u(x, ¢) can be
taken as the approximate temperature at each point in the interval. Now the mass of the slice is
m = p(A Ax), and so it follows from (4) that the quantity of heat in it is

0 =vypAAxu. (B)

Furthermore, when heat flows in the positive x-direction, we see from (5) that heat builds up in the
slice at the net rate

—KAu(x,t) — [ KAux + Ax, )] = K Alufx + Ax, 1) — u(x, ] (7)

By differentiating (6) with respect to t we see that this net rate is also given by

0, = ypA Ax u,. (8)
Equating (7) and (8) gives
4 Ax, ) — w8
iu_,_,[.x Ax, ) w,lx, 1) _— (9)
¥ Ax

Taking the limit of (9) as a, _, o finally yields (1) in the form*
K

— Uy = U
e

It is customary to let k = k7yp and call this positive constant the thermal diffusivity.

[] Wave Equation Consider a string of length L, such as a guitar string, stretched taut between two
points on the x-axis—say, x = 0 and x = L. When the string starts to vibrate, assume that the motion
takes place in the xy-plane in such a manner that each point on the string moves in a direction
perpendicular to the x-axis (transverse vibrations). As shown in FIGURE 13.2.2(a) letu(x, ¢)
denote the vertical displacement of any point on the string measured from the x-axis for z > 0. We
further assume:

» The string is perfectly flexible.
* The string is homogeneous; that is, its mass per unit length p is a constant.
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The slope of the curve is small at all points.

The tension T acts tangent to the string, and its magnitude 7 1s the same at all points.
The tension is large compared with the force of gravity.

No other external forces act on the string.

u
As o
j uix, )
J
’—hi
f } :
0 x x+Ax L x

ia) Segment of string

el
T,
0 x x+Ax x

(b} Enlargement of segment

FIGURE 13.2.2 Taut string anchored at two points on the x-axis

Now in Figure 13.2.2(b) the tensions T; and T, are tangent to the ends of the curve on the interval
[x.x + A¢]. For small values of 0| and 0, the net vertical force acting on the corresponding element As
of the string is then

Tsinf, — Tsinf, =Ttan @, — Ttan 0,

= Tlu x + Ax, 1) — udx, O]

where T'=IT,|=IT,l. Now p As= pAx 1s the mass of the string on . x+ A). and so Newton’s second law

gives
Tlufx + Ax.t) —ulx. 0] = p Ax u,
or
wix + Ax,f) —ufx, ) p
= iy
Ax y

If the limit is taken as Ar — o, the last equation becomes i, = (p/T)u,. This of course is (2) with ;2 = 77p.
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temperature as a
function of position thermometer
on the hot plate [

FIGURE 13.2.3 Steady-state temperatures in a rectangular plate

[] Laplace’s Equation Although we shall not present its derivation, Laplace’s equation in two and
three dimensions occurs in time-independent problems involving potentials such as electrostatic,
gravitational, and velocity in fluid mechanics. Moreover, a solution of Laplace’s equation can also be
interpreted as a steady-state temperature distribution. As illustrated in FIGURE 13.2.3 a solution
u(x, y) of (3) could represent the temperature that varies from point to point—but not with time—of a
rectangular plate.

We often wish to find solutions of equations (1), (2), and (3) that satisfy certain side conditions.

] Initial Conditions Since solutions of (1) and (2) depend on time#, we can prescribe what
happens at ¢ = 0; that is, we can give initial conditions (IC). Iff(x) denotes the initial temperature
distribution throughout the rod in Figure 13.2.1, then a solution u(x, #) of (1) must satisfy the single
initial condition u(x, 0) = f(x), 0 < x < L. On the other hand, for a vibrating string, we can specify its
initial displacement (or shape) f(x) as well as its initial velocity g(x). In mathematical terms we seek
a function u(x, ¢) satisfying (2) and the two initial conditions:

ai

ulx,0) = fix), — = gfx): QZx<L (10)
Ulr =0
u
h I<
I
0 i = u:@/’FL -
atx=0 atx=1L

FIGURE 13.2.4 Plucked string

For example, the string could be plucked, as shown in FIGURE 13.2.4, and released from rest (g(x)
=0).

[] Boundary Conditions The string in Figure 13.2.4 is secured to the x-axis atx = 0 and x = L for
all time. We interpret this by the two boundary conditions (BC):
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Note that in this context the functionf'in (10) is continuous, and consequently f{0) =0 and /(L) = 0. In
general, there are three types of boundary conditions associated with equations (1), (2), and (3). On a
boundary we can specify the values of one of the following:

di

; ver, O
(i) u, (i) —, or {(iif) — + hu, & aconstant.
dn dn

Here ou/On denotes the normal derivative of u (the directional derivative ofu in the direction
perpendicular to the boundary). A boundary condition of the first type (i) is called a Dirichlet
condition; a boundary condition of the second type (ii) is called a Neumann condition; and a
boundary condition of the third type (iii) is known as a Robin condition. For example, fors > 0 a
typical condition at the right-hand end of the rod in Figure 13.2.1 can be

(i) w(L.t) = u,, u,aconstant,

(i) — =0, or

(HE): 7— = —h(u(L, t) — u,), h >0 and u, constants.

Condition (i)' simply states that the boundary x = L is held by some means at a constant temperature
ug for all time # > 0. Condition (i7)" indicates that the boundary x = L 1s insulated. From the empirical

law of heat transfer, the flux of heat across a boundary (that is, the amount of heat per unit area per
unit time conducted across the boundary) is proportional to the value of the normal derivative ou/on
of the temperature u. Thus when the boundary x = L 1s thermally insulated, no heat flows into or out of
the rod and so
Mg
ax |.=;
We can interpret (iii)’ to mean that seat is lost from the right-hand end of the rod by being in contact
with a medium, such as air or water, that is held at a constant temperature. From Newton’s law of
cooling, the outward flux of heat from the rod is proportional to the difference between the
temperature u(L, ¢) at the boundary and the temperature u,, of the surrounding medium. We note that if

heat is lost from the left-hand end of the rod, the boundary condition is

ﬂ = h(u(0, 1) — u,).

0X |y=n
The change in algebraic sign is consistent with the assumption that the rod is at a higher temperature
than the medium surrounding the ends so that 0, ) = u, and w(l. r) = u,. Atx =0 and x =L, the slopes
u (0, ¢) and u,(L, ) must be positive and negative, respectively.

Of course, at the ends of the rod we can specify different conditions at the same time. For example,
we could have
di

= =0 and w(l.f) =y t =0
0X lx=0 '

SWe) dtd\that-the) Botfidary condition in (i)' is homogeneous if u})Bl@adeH, By 0 bsuadLy



condition is nonhomogeneous. The boundary condition (i7)’ is homogeneous; (ii7)’ is homogeneous if
u,, = 0 and nonhomogeneous if u,, # 0.

[] Boundary-Value Problems Problems such as

, 0% N
Solve: ' —=—; 0=<x<L t=10
dx” ar-
Subject to: (BC) w(0.0)=10, w(L.t)=10, t=0 (11)
= du ) )
(IC) wu(x,0) =flx), — =g(x), 0 < x <
of |;_p
and
& u au :
Solve: —— A==, <<x<a Ddy<h
dx” dy”
ot aii
ix = _‘ =0,0<y<bh
" - (‘I-ll- (=0 (-I.!l =y ;
Subject to: (BC) s S P oy (12
ulx,0) =0, wx,b)=f(x), 0 <x<a

are called boundary-value problems. The problems in (11) and (12) are classified as homogeneous
BVPs since the partial differential equation and the boundary conditions are homogeneous.

[ Variations The partial differential equations (1), (2), and (3) must be modified to take into
consideration internal or external influences acting on the physical system. More general forms of the
one-dimensional heat and wave equations are, respectively,

-

a7 : dif
k=P by = — (13)
ox- ot
and
& u @
a’*— + Flx, t,u,u) = —. (14)
dx~ dr-

For example, if there is heat transfer from the lateral surface of a rod into a surrounding medium that
1s held at a constant temperature u,,, then the heat equation (13) 1s

-

a7 du
k—=—hlu— u) =—,
ax~ ar

where / 1s a constant. In (14) the function F' could represent the various forces acting on the string.
For example, when external, damping, and elastic restoring forces are taken into account, (14)
assumes the form

external force

external force damping restoring force
i
- d:H . o :]:H
) e = {13)
dx- di di =
\ S
w
Fie, tuu
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Remarks

The analysis of a wide variety of diverse phenomena yields the mathematical models (1), (2), or (3)
or their generalizations involving a greater number of spatial variables. For example, (1) is
sometimes called the diffusion equation since the diffusion of dissolved substances in solution is
analogous to the flow of heat in a solid. The functionc(x, ¢) satisfying the partial differential
equation in this case represents the concentration of the dissolved substance. Similarly, equation (2)
and its generalization (15) arise in the analysis of the flow of electricity in a long cable or
transmission line. In this setting (2) 1s known as the telegraph equation. It can be shown that under
certain assumptions the currenti(x, #) and the voltage v(x, ¢) in the line satisfy two partial
differential equations identical to (2) (or (15)). The wave equation (2) also appears in fluid
mechanics, acoustics, and elasticity. Laplace’s equation (3) is encountered in determining the static
displacement of membranes.

13.2 | Exercises Answers to selected odd-numbered problems begin on page ANS-31.

In Problems 1-6, a rod of length L coincides with the interval [0, L] on the x-axis. Set up the
boundary-value problem for the temperature u(x, 7).
1. The left end is held at temperature zero, and the right end is insulated. The initial temperature is
f(x) throughout.
2. The left end 1s held at temperature u,, and the right end 1s held at temperature u;. The initial

temperature is zero throughout.

3. The left end is held at temperature 100°, and there is heat transfer from the right end into the
surrounding medium at temperature zero. The initial temperature is f{x) throughout.

4. There is heat transfer from the left end into a surrounding medium at temperature 20°, and the
right end is insulated. The initial temperature is f{x) throughout.

5. The left end is at temperature sin(zt/L), the right end is held at zero, and there is heat transfer
from the lateral surface of the rod into the surrounding medium held at temperature zero. The
initial temperature is f{x) throughout.

6. The ends are insulated, and there is heat transfer from the lateral surface of the rod into the
surrounding medium held at temperature 50°. The initial temperature is 100° throughout.

In Problems 7-10, a string of length L coincides with the interval [0, L] on the x-axis. Set up the
boundary-value problem for the displacement u(x, ?).
7. The ends are secured to the x-axis. The string is released from rest from the initial displacement
x(L —x).
8. The ends are secured to the x-axis. Initially the string is undisplaced but has the initial velocity
sin(zx/L).
9. The left end is secured to the x-axis, but the right end moves in a transverse manner according to
sin rt. The string 1s released from rest from the initial displacement f{x). For ¢ > 0 the transverse
vibrations are damped with a force proportional to the instantaneous velocity.

10 TURKE N3 478 8o GRBA to the x-axis, and the string is initially d¢ PFAOESIE thd? ¥ixRAN ANYERRHS



vertical force proportional to the horizontal distance from the left end acts on the string for ¢ > 0.

In Problems 11 and 12, set up the boundary-value problem for the steady-state temperature u(x, ).

11. A thin rectangular plate coincides with the region in the xy-plane defined byn=r=4. 0=y = 2.
The left end and the bottom of the plate are insulated. The top of the plate is held at tempefature
zero, and the right end of the plate is held at temperature f{y).

12. A semi-infinite plate coincides with the region defined by 0 = x = =, v=0. The left end is held at
temperature e, and the right end is held at temperature 100° for 0 <y < 1 and temperature zero
for y > 1. The bottom of the plate is held at temperature f{x).

13.3 Heat Equation

— Introduction Consider a thin rod of length L with an initial temperature f(x) throughout and
whose ends are held at temperature zero for all time r > 0. If the rod shown in FIGURE 13.3.]
satisfies the assumptions given on page 693, then the temperature u(x, ¢) in the rod is determined from
the boundary-value problem

d u dif

k g 0<x<L t>0 (1)

wo.n =0, (L. =0, t>0 (2)

wx, 0) = fx), 0 <a= L {3)
u=10 u=0

1
\ I'-. z

0 L X

FIGURE 13.3.1 Find the temperature « in a finite rod

In the discussion that follows next we show how to solve this BVP using the method of separation o1
variables introduced in Section 13.1.

[] Solution of the BVP Using the product u(x, 1) = x(x)7(1), and —4 as the separation constant, leads to

% = :—T = —A (4)

and
X ax=10 (5)
T+ kAT =0. (6)

Now the boundary conditions in (2) become (0, 1y = X(0)7(r) = 0 and u(L. 1) = X(L)T(r) = 0. Since the last
equalities must hold for all time 7, we must have X(0) = 0 and X(L) = 0. These homogeneous boundary
conditions together with the homogeneous ODE (5) constitute a regular Sturm—Liouville problem:

X'"+AX=0, X(0h=0, X(L)=0. (7)

The solution of this BVP was discussed in detail in Example 2 of Section 3.9 and on page 675 o
Sectidh 2T i thhtBxafiple, we considered three possible cases forldielpafaa@tervi: 26100 eaative,



and positive. The corresponding general solutions of the DEs are

Xfl.] =Gy + Ca X, A= D ‘B}
X(x) = ¢;coshax + ¢;sinhax, A= —a’* =<0 {9)
Xi(x) = ¢y cosax + o, sinax, A=atsy (10)

Recall, when the boundary conditions X(0) = 0 and X(L) = 0 are applied to (8) and (9) these solutions
yield only X(x) = 0 and so we are left with the unusable result u = 0. Applying the first boundary
condition X(0) = 0 to the solution in (10) gives ¢; = 0. Therefore X(x) =c¢, sinax. The second

boundary condition X(L) = 0 now implies
X(L)=c;sinal = 0. {11)

Ifc, =0, then X = 0 so thatu = 0. But (11) can be satisfied for ¢, # 0 when sinaL = 0. This last
equation implies that 4 = nw or @ = na/L, where n = 1. 2. 3..... Hence (7) possesses nontrivial solutions

when \ = o2 = ,25%1% n=1.2,3,.... The values 4, and the corresponding solutions
Xix) = o, ﬁitt?.h = 125 ... (12)

are the eigenvalues and eigenfunctions, respectively, of the problem in (7).
The general solution of (6) is () = ¢.e <=/, and s0

nw

T x, (13)

u, = X(x)T() = Ae7H /L) gin

where we have replaced the constant c,c5 by 4,,. The products u,(x, ) given in (13) satisfy the partial

differential equation (1) as well as the boundary conditions (2) for each value of the positive integer
n. However, in order for the functions in (13) to satisfy the initial condition (3), we would have to
choose the coefficient 4, in such a manner that

iy{x, 0) = flx) = A4, sin ?1 {14}

In general, we would not expect condition (14) to be satisfied for an arbitrary, but reasonable, choice
of /. Therefore we are forced to admit that u,(x, ¢) is not a solution of the problem given in (1)—(3).

Now by the superposition principle the function

i — Rt HAT
“{-1'-.* ) = E“” == EA”(, E(n o= /L) e LJ ¥ *15}
n=1 E

n=1

must also, although formally, satisfy equation (1) and the conditions in (2). If we substitute # = 0 into
(15), then

wx,0) = fix) = i_.ﬂl” 'ii]lﬂ.'l.'.
n=1 L
This last expression is recognized as the half-range expansion off in a sine series. If we make the
identification 4, =b,,n=1, 2,3, ..., it follows from (5) of Section 12.3 that

wp
2 | ; . HT
= —| fix)sin —x dx.

A, (16)
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We conclude that a solution of the boundary-value problem described in (1), (2), and (3) is given by
the infinite series

LI 5TE

¥ oo e
u(x, fi = iz( | fix) sin T xdx ) Ew =Lt cin Tt (17}

In the special case when the initial temperature is u(x, 0) = 100, L =z, and k£ = 1, you should verify
that the coefficients (16) are given by

2{]{}[[ — (=1

Ap =
]

and that the series (17) is

ulx, f) = le ™ sin nx. 18)
b (

r=1

200 2= [t — (=1

n

[] Use of Computers The solution u in (18) is a function of two variables and as such its graphis a
surface in 3-space. We could use the 3D-plot application of a computer algebra system to
approximate this surface by graphing partial sums S, (x, ) over a rectangular region defined by

0=x=m 0=¢=T Alternatively, with the aid of the 2D-plot application of a CAS we plot the solutior

u(x, t) on the x-interval [0, ] for increasing values of time . See FIGURE 13.3.2(a) InFigure

13.3.2(b) the solution u(x, t) is graphed on the t-interval [0, 6] for increasing values of x (x = 0 is the

left end and x = /2 is the midpoint of the rod of length L = ). Both sets of graphs verify that which is
apparent in (18)—namely, u(x, 1) — 0 as r —cc.

100 — =1

80

60

40

20/

0o 05 1 15 & I3 3

ia)uix. ) graphed as a
function of x for
various fixed times

100 ___x=Al2
af o =mfd
Al X =6

] | 2 3 4 5 f
(B wix, £) graphed as a
function of ¢ for
various fixed positions

FIGURE 13.3.2 Graphs obtained using partial sums of (18)
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In Problems 1 and 2, solve the heat equation (1) subject to the given conditions. Assume a rod of
length L.
wiD,H=0, wl,nH)=0

S5 {L ¢ o e
wix, U) = 0 LiZ<x<lL

2 w0, ) =0, ul, H=0
T ou(x,0) =x(L — x)

3. Find the temperature u(x, ¢) in a rod of length L if the initial temperature is f{x) throughout and if
the ends x = 0 and x = L are insulated.

4. Solve Problem 3 1f L =2 and
e B 0<x=<1
e {[I. R el

5. Suppose heat is lost from the lateral surface of a thin rod of length L into a surrounding medium
at temperature zero. If the linear law of heat transfer applies, then the heat equation takes on the
form

1.

s—hu=— 0<x<L t>=0,
X df

h a constant. Find the temperaturé u(x, t) if the 1nitial temperature 1s f(x) throughout and the ends
x =0 and x = L are insulated. See FIGURE 13.3.3.

insulated o lnsullated
RO T hj;'
] ] ] ] } ] I'_p'l =
l:li [ ] ¥ ¥ [] L T
o

heat transfer from
lateral surface of
the rod

FIGURE 13.3.3 Rod in Problem 5
6. Solve Problem 5 if the ends x = 0 and x = L are held at temperature zero.
7. A thin wire coinciding with the x-axis on the interval [-L, L] 1s bent into the shape of a circle so

that the ends x = —L and x = L are joined. Under certain conditions the temperature u(x, ¢) in the
wire satisfies the boundary-value problem

a7 du

kb—5=— —L<x<L t>0,
ax” al

wi—L.fh=wl. bty t =0

aul

dX

du
e . t =0

x=L

r=-L X

alx, ) = flx), —L<x<L,
Find the temperature u(x, ¢).

8. Find the temperature u(x, ¢) for the boundary-value problem (1)_(3)whenZ = 1 andf(x) = 100 sin 6mx.
[Hint: Look closely at (13) and (14).]
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9. (a) Solve the heat equation (1) subject to
w0, H =0, a(l00,0)=0, t=0
s SO 0=x=50
RE 0= Lo8(100 — x3, 50 < x = 100,
(b) Use the 3D-plot application of your CAS to graph the partial sumS;(x, ) consisting of the

first five nonzero terms of the solution in part (a) for o = x = 100. 0 =+ = 200. Assume that k =
1.6352. Experiment with various three-dimensional viewing perspectives of the surface
(called the ViewPoint option in Mathematica).

= Discussion Problems

10. InFigure 13.3.2(b) we have the graphs ofu(x, ¢) on the interval
[0, 6] for x = 0, x = 7/12, x = =/6, x = /4, and x = =/2. Describe or sketch the graphs of u(x, f) on the same
time 1nterval but for the fixed values , = 3,4,y = 52/6, x = 117712, and x = 7.

13.4 Wave Equation

— Introduction We are now in a position to solve the boundary-value problem (11) discussed in
Section 13.2. The vertical displacementu(x, ¢) of a string of length L that is freely vibrating in the
vertical plane shown in Figure 13.2.2(a) 1s determined from

-

5l
P d-

ey & U Dy e (1)
ax g
w0,y =10, wffty=0,t=0 (2)
! ant | !
alx, 0 = fix), — = S st i~ (3)
: M fiag

[] Solution of the BVP With the usual assumption that u(x, ) = X(x)7(¢), separating variables in
(1) gives

so that
XLX=10 (4)
T+ a?AT = 0. (5)

As in Section 13.3, the boundary conditions (2) translate into X(0) = 0 and X(L) = 0. The ODE in (4
along with these boundary-conditions is the regular Sturm-Liouville problem

X"+ AX =0, X(0)=0, XL)=0. (6}
Of the usual three possibilities for the parameter a: A = 0,4 = —o? < 0,and A = o > 0, only the last choice
leads to nontrivial solutions. Corresponding to , = .2 = . the general solution of (4) is

X{x) = ¢y cos ax + oy sin ax.
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X(0) = 0 and X(L) = 0 indicate thatc; = 0 and ¢, sinaL = 0. The last equation again implies that
of = nmora = nm/l.  The eigenvalues and corresponding eigenfunctions of (6) are

A, = ntw/L? and X(x) = ¢, sin ”Ta n=1,2.3,.... The general solution of the second-order equation (5) is then

nmwa . Rma
r + ¢4 5in

Tit) = cyco8 i

By rewriting ¢,c5 as 4, and ¢,c, as B, solutions that satisfy both the wave equation (1) and boundary
conditions (2) are

i nwa . Hma by
o, = [.4,, cos - t + B, sin : !) sin T.x' (7)

L

and

I nmda pma N . onw :
wix; )y = T_II A, cos t+ B, sin ) sin—ux. (8)

! I I {

A=1 . .

Setting ¢ = 0 in (8) and using the initial condition u(x, 0) = f(x) gives

ulx, 0) = fix) = E.A,, sin —x.
A= L

Since the last series is a half-range expansion for f'in a sine series, we can write 4, =, :

=
~ L
“

A =—
" Lh

i

fia) sin f_‘ dx. (9)

To determine B, we differentiate (8) with respect to ¢ and then set # = 0:

au i nma . nwda nd nd onm
E[_”jlu I

— = —— sin t+ B,——cos sin—ux
dt L L il ; L

A=l

- i

ait - fard A
= = plx) = » | B, )5'111—1_
at 3 E( i ¢ L

=1 A=

In order for this last series to be the half-range sine expansion of the initial velocity g on the interval,
the total coefficient B, nwa/L must be given by the form b,, in (5) of Section 12.3—that 1s,

L

| nar

| plx)sin—xdx
= L

2
£ Lk

from which we obtain

“1 197
= ”;ﬂ L 2ix) s'th.'; dx., (10)

The solution of the boundary-value problem (1)—(3) consists of the series (8) with coefficients 4,
and B, defined by (9) and (10), respectively.

We note that when the string is released from rest, then g(x) = 0 for every x in the interval [0, L]
and consequently B, = 0.

Os RiwekedrStning BAcspgcial case of the boundary-value problemiip|Caded Bhemgonymibissa



model of a plucked string. We can see the motion of the string by plotting the solution or
displacement u(x, #) for increasing values of time ¢ and using the animation feature of a CAS. Some
frames of a movie generated in this manner are given in FIGURE 13.4.1 You are asked to emulate
the results given in the figure by plotting a sequence of partial sums of (8). See Problems 7, 8, and 27
in Exercises 13.4.

i

2 3 1 2 3
(a) = 0 initial shape (b =02
i u
1+ RO 1
0 e X 0 X
1 i -1
| 2 3 | 3 3
2= _"‘ il ¥ =1.
» ) r=0.7 i (dyr=1.0
1 1
0 === X 0 LS
g i | :
; ; : | 4 ;
| 2 3 1 2 3
eyr=1L6 fr=19

FIGURE 13.4.1 Frames of plucked-string movie

T, O T
(a) First standing wave

de

0o
N T,
8l

e

(b} Second standing wave

nodes
i ?’:::\::ﬁl L ‘l-':.'--. --ﬂ"«.

DM‘Q.__..____.;—:&H_ i

3 3

() Third standing wave

FIGURE 13.4.2 First three standing waves

[] Standing Waves Recall from the derivation of the wave equation in Section 13.2 that the
constant a appearing in the solution of the boundary-value problemin (1)—(3) is given by /77, where

S WA PEF Bnit WRAPHd T is the magnitude of the tension in the SHRIQAVERERY i & RPRY BHeHsh,



the vibrating string produces a musical sound. This sound is the result of standing waves. The solution
(8) is a superposition of product solutions called standing waves or normal modes:

wix, ) = (X, 1) + talx, 1) + sz, 8) + -,

In view of (6) and (7) of Section 3.8, the product solutions (7) can be written as

‘ra T

t+ d:,,)r;inT.r. {11)

ux, 1) = C, s'mll

where C,= VA> + B and &, isdefined by sind, = A/C, and cos &, = B,/C,. Forn=1,2.3.... the Standing waves are
essentially the graphs of sin(nzx/L), with a time-varying amplitude given by

. . [nwa
G, sm(Tr o+ d:',,).

A,

Alternatively, we see from (11) that at a fixed value of x each product function u,(x, #) represents

simple harmonic motion with amplitude ¢, |sin(nm/L)| and frequency f, = na/2L. In other words, each point
on a standing wave vibrates with a different amplitude but with the same frequency. When n = 1,

uylx, 1) = C sin (?r F: d:q) sin %1

is called the first standing wave, the first normal mode, or the fundamental mode of vibration.

The first three standing waves, or normal modes, are shown in FIGURE 13.4.2 The dashed graphs

represent the standing waves at various values of time. The points in the interval (0, L), for which

sin(nm/L)x = 0, correspond to points on a standing wave where there is no motion. These points are

called nodes. For example, in Figures 13.4.2(b) and (c) we see that the second standing wave has one

node at L/2 and the third standing wave has two nodes at L/3 and 2L/3. In general, the nth normal
mode of vibration has n — 1 nodes.

The frequency

) 1 .'IF

I s~ N B

of the first normal mode is called the fundamental frequency or first harmonic and 1s directly

related to the pitch produced by a stringed instrument. It is apparent that the greater the tension on the

string, the higher the pitch of the sound. The frequenciesf, of the other normal modes, which are

integer multiples of the fundamental frequency, are called overtones. The second harmonic is the first
overtone, and so on.

[] Superposition Principle The superposition principle, Theorem 13.1.1, is the key in making the
method of separation of variables an effective means of solving certain kinds of boundary-value
problems involving linear partial differential equations. Sometimes a problem can also be solved by
using a superposition of solutions of two easier problems. If we can solve each of the problems,
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Problem 1 FProblem 2

P LN
r ! i |
ﬁ_-:'.l:.'n .i':m 5 6'2.'.'3 -:'i:Hg
——r=r— < E >0 a—=—7F, 0<ax<L, t>0
dx~ di” gx” ar-
u, (0, ) = 0, il ) =0, t>0 ux(0,1) = 0, L, 6y =10, t>0 (12)
o by _ dity
wy(x, 0) = fix), — =0 0=<x<L slx, 0) = 0, e =glx), 0<=x<1L
af |; =0 ot |;=g

then a solution of (1)~3) is given by u(x. 1) = uy(x. 1) + us(x, ). To see this we know that
u(x, 1) = u,(x, 1) + u,(x, 1) 18 @ solution of the homogeneous equation in (1) because of Theorem 13.1.1.
Moreover, u(x, t) satisfies the boundary condition (2) and the initial conditions (3) because, in turn,

C.{u{ﬂ, =i gt = 0% 0=10
wll, ) = (L, 1) + w(L,t) =0 +0=0,

and
wix, 0) = wy(x, 0) + wyix, 0) = fix) + 0 = flx)
ic} du

il

dily dis

=0 + glx) = glx).

t=0 dt |;—g dt

=0

You are encouraged to try this method to obtain (8), (9), and (10). See Problems 5 and 14 in
Exercises 13.4.

13.4 | Exercises Answers to selected odd-numbered problems begin on page ANS-31.

In Problems 1-6, solve the wave equation (1) subject to the given conditions.

1. w0, =0, wln=0 =0

l dei |
wx,0)=—xl —x), — =0, 0<x<L
4 Hi=n
2 w0, =0 wlo=0 =0
il
wix, 0) =0, I =xL—x), D<x<L

3 w0, H =0, wwm,H=0, t>=0
di

dr

wix, 0y =0,

=smx, 0<x<w
i=0

4 w0, =0 wa,6H=0, t=0

| 5 5 did
wlx, 0y = —x(m™ — x7), — =0, 0<x<mw
(i ol =0
B w0, H=0, wl, =0, t=0
dit |
wxa, 0) = a1 — x), — =xil —x) 0=<x=<1
tr=0
6. 0, ) =0, wa, ) =0, t=0
v did
u(x, M) = 0.01 sin 3mwx, — =0 0=<x<w
r=0

InBroenmy <1y @ slripgis tied to the x-axis atx =0 and atx =L ancljbqéla'gé]odw_la&ﬁ@ﬁ%nous



ux, 0) = fix).0 < x < L, 1S shown in the figure. Find u(x, ¢) if the string is released from rest.

1. fix)
h
Li2 i
FIGURE 13.4.3 Initial displacement for Problem 7
8. fix)
h
Li3 i

FIGURE 13.4.4 Initial displacement for Problem 8

9. flx)
h

L3 2143 L
FIGURE 13.4.5 Initial displacement for Problem 9
10. fix)
h
2Li3 .
L3 o

—h

FIGURE 13.4.6 Initial displacement for Problem 10

11. The longitudinal displacement of a vibrating elastic bar shown in FIGURE 13.4.7satisfies the
wave equation (1) and the conditions
oL N RN R

0Xlx=0 1 PR

ulx,0) = x, L
at Jy=o
The boundary conditions atx = 0 andx =L are called free-end conditions. Find the

displacement u(x, t).
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12.

13.
14.

15.

16.

STUDENTS-HUB.com, 1) =

FIGURE 13.4.7 Elastic bar in Problem 11

A model for the motion of a vibrating string whose ends are allowed to slide on frictionless
sleeves attached to the vertical axes x = 0 and x = L is given by the wave equation (1) and the
conditions

Xo=0, X =010

dx |, =g (7). of IS

v . oul o
ulx. ) = fix), — = g(x), 0 <x=< L.
atl <o

See FIGURE 13.4.8 The boundary conditions indicate that the motion is such that the slope of
the curve is zero at its ends for # > 0. Find the displacement u(x, ¢).

J

i

=
o

x

0 L

FIGURE 13.4.8 String whose ends are attached to frictionless sleeves in Problem 12
In Problem 10, determine the value of u(1/2. 1) for t = 0.

Rederive the results given in (8), (9), and (10), but this time use the superposition principle
discussed on page 703.

A string 1s stretched and secured on the x-axis atx = 0 and , = ; for s = 0. If the transverse
vibrations take place in a medium that imparts a resistance proportional to the instantaneous
velocity, then the wave equation takes on the form

8%u #*u dif
g =5+ 2
ax” i af

Find the displacement u(x, ¢) if the string starts from rest from the initial displacement f{x).
Show that a solution of the boundary-value problem

0<p<1 r=0.

i u #u
3 Tl 0<x=<m, t>0
ax~ ar=
. N =0 ww,H=0,t>0
X, 0 < x < arf?
w(x, 0) = { e S
il ) S

= =0, 0<x<=

15

k+1

= (= | —
Em_ — sin(2k = DxcosV(2k — hHUploaded By: anonymous
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17. Consider the boundary-value problem given in (1)—(3) of this section. Ifg(x) =0 on 0 <x <L,
show that the solution of the problem can be written as

1
wlx, ) = = [ flx+af) +F(x —at)]
[Hint: Use the identity
2 sin @, cos B, = sin(f, + B,) + sin(d;, — 6,).]

18. The vertical displacement u(x, ¢) of an infinitely long string is determined from the initial-value

problem
. d°u &u
G- e - SR i e €
ox" ar
{13)
Lo du .
ulx, ) = flx), — = g(x).
dif =0

This problem can be solved without separating variables.

(a) Show that the wave equation can be put into the form gy;mas =0 by means of the
substitutions ¢ = x + ar and , = , — 4

(b) Integrate the partial differential equation in part (a), first with respect to # and then with
respect to ¢, to show that ,\ 1) = Fix + ar) + Gix — ar), Where I/ and G are arbitrary twice
differentiable functions, is a solution of the wave equation. Use this solution and the given
initial conditions to show that

¥

§ l - ] i .
Fix) = E'ﬁ'” Fep gls)ds + ¢

2a

X
rx

l 1
and Gix) = —flx) — —| gls)ds — c,
27 Zﬁ_l.“‘q ’ :

where x 1s arbitrary and c is a constant of integration.

(c) Use the results in part (b) to show that

X+

1 1
wlx, 1) = o [flx+ ad) + f(x —af)] + j—| ais) ds. (14)

Ll Jy—ar

Note that when the initial velocity g(x) = 0 we obtain

l
wix, 1) = 5 Lfilx +af) + fix —ab)], —oo <x < oo

The last solution can be interpreted as a superposition of two traveling waves, one moving
to the right (that is, i f(x — ar)) and one moving to the left (L ¢(x + ). Both waves travel with
speed a and have the same basic shape as the initial displacement f(x). The form ofu(x, ¢)
given in (14) is called d’ Alembert’s solution.

In Problems 19-21, use d’ Alembert’s solution (14) to solve the initial-value problem in Problem 18
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19.
20.
21.
22.

23.

flx) = sinx, glx) =1

flx)=sinx, gx) =cosx

flx) =0, g(x) = sin 2x

Suppose f(y) = 1/(1 + %), g(x)=0, and a = 1 for the initial-value problem given in Problem 18.
Graph d’ Alembert’s solution in this case at the time 1 =0, =1, and 7 = 3.
The transverse displacement u(x, ¢) of a vibrating beam of length L is determined from a fourth-
order partial differential equation

-

i ErJ'.'.' d i

a”

axt  or?

=0,0<x<L =0

If the beam issimply supported, as shown in FIGURE 13.4.9 the boundary and initial
conditions are

w, =0, wL.ty=0,¢t>10

a%u a%u
A =D\ -5

dx” |.=g dx

=0, t =10

x=L

o

=alx) O<x<L
at

=0

wlx, ) = flx),

Solve for u(x, ¢). [Hint: For convenience use A = o* when separating variables.]

|

0

2
FIGURE 13.4.9 Simply supported beam in Problem 23

|

S e =

= Computer Lab Assignments
24. Ifthe ends of the beam in Problem 23 are embedded at x = 0 and x = L, the boundary conditions

become, for ¢ > 0,
w0, =0, w(l, =10

dii au
— =0 — = .

0x |ymp dx r=1L

(a) Show that the eigenvalues of the problem are ) = s2/12 wherex,, n =1, 2, 3, ..., are the
positive roots of the equation cosh x cos x = 1.

(b) Show graphically that the equation in part (a) has an infinite number of roots.

(c) Use a CAS to find approximations to the first four eigenvalues. Use four decimal places.

25. A model for an infinitely long string that is initially held at the three points (-1, 0), (1, 0), and (O,

fixy = {
STUDENTS-HUB.com

1) and then simultaneously released at all three points at time # = 0 is given by (13) with

1 — 1, || =1
0 i .x_ - and glx) = 0.
L o Uploaded By: anonymous



(a) Plot the initial position of the string on the interval [-6, 6].
(b) Use a CAS to plot d’Alembert’s solution (14) on [-6, 6] fort = 0.2k, k=0, 1, 2, ..., 25.
Assume that a = 1.

(c) Use the animation feature of your computer algebra system to make a movie of the solution.
Describe the motion of the string over time.

26. An infinitely long string coinciding with the x-axis is struck at the origin with a hammer whose
head is 0.2 inch in diameter. A model for the motion of the string is given by (13) with

1, |x =0.1

(x) =0 and glx) = .
/ 2 {ﬂ. x| = 0.1.

(a) Use a CAS to plot d’Alembert’s solution (14) on [-6, 6] fort = 0.2k, k=0, 1, 2, ..., 25.
Assume thata = 1.

(b) Use the animation feature of your computer algebra system to make a movie of the solution.
Describe the motion of the string over time.

27. The model of the vibrating string in Problem 7 1s called a plucked string.
(a) Use a CAS to plot the partial sum S¢(x, ¢); that is, the first six nonzero terms of your solution
u(x, t), fort=0.1k, k=0, 1,2, ..., 20. Assume thata=1,2=1,and L = .

(b) Use the animation feature of your computer algebra system to make a movie of the solution
to Problem 7.

insulated insulated

X
| =0

FIGURE 13.5.1 Find the temperature u in a rectangular plate

13.5 Laplace’s Equation

— Introduction Suppose we wish to find the steady-state temperature u(x, y) in a rectangular plate
whose vertical edges x =0 and x = a are insulated, and whose upper and lower edges y=5b and y =0
are maintained at temperatures f(x) and 0, respectively. See FIGURE 13.5.1 When no heat escapes
from the lateral faces of the plate, we solve the following boundary-value problem:

d™H d~u

ko= B a0 < y<b {1)

dx~ dy-

du : an

= = {, =0, 0<y<bh (2)
dx |y =g X |=gq

wx, =0, wix,b)=flx), 0<x<a. (3}

[1 Solution of the BVP With u(x, y) = X(x) X(y), separation of variables in (1) leads to
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XL o
X !

X"+ AX =0 (4)
" =AY =0 {5)

The three homogeneous boundary conditions in (2) and (3) translate into X'(0) = 0, X'(a) = 0, and ¥(0)
= (. The Sturm-Liouville problem associated with the equation in (4) 1s then

X¥+2X=0 X(0)=0X"a =0 (6)

Examination of the cases corresponding toA = 0,1 = —a?> < 0, and A =a? > 0, where a > 0, has
already been carried out in Example 1 in Section 12.5. For convenience a shortened version of tha
analysis follows.

For 4 =0, (6) becomes

X'=0 X(0)=0Xa) =0

The solution of the ODE isX = ¢ + ¢,x. The boundary condition X’(0) = 0 then implies ¢, = 0, and so
X =c;. Note that for anyc;, this constant solution satisfies the second boundary condition
X'(a) = 0. By imposing ¢, £ 0, X = ¢, 15 @ nontrivial solution of the BVP (6). For — —,* =, (6) possesses
no nontrivial solution. For , = 42~ g (6) becomes

¥ b X =0, XY =0X%) =0

Applying the boundary conditionX'(0) = 0 the solution x = ¢, cos ax + ¢, sinaximpliese, =0 and so
X = ccos axv. The second boundary condition X'(a) = 0 applied to this last expression then gives
—¢,a sin @a = 0. Because @ > 0, the last equation is satisfied when aq = nw Or @ =nmia.n=1.2..... The
eigenvalues of (6) are then , and A, = R )

By corresponding A, = 0 withn = O the elgenﬁmctlons of (6) are

R

X=c.n=0, and X=¢cos—=x, n=12 ...
&

We must now solve equation (5) subject to the single homogeneous boundary condition ¥(0) = 0.
First, for Ay = 0 the DE in (5) 1s simply Y” = 0, and thus its solution is ¥ =c¢; +c4y. But {0) = 0
implies ¢; = 0 so Y =c4y. Second, for ), = »27%?, the DE in (5) 1sy» _ ”:fz y — Because 0 <y <b is

a”
a finite interval, we write the general solution in terms of hyperbolic functions:

Yiy) = ¢y cosh(nwyla) + ¢, sinh(nmyia).
4 Why hyperbolic functions? See page 675.
From this solution we see Y(0) = 0 again implies ¢, = 0 s0 ¥ = ¢, sinh(nmy/a).
Thus product solutionsu, =X(x)¥(y) that satisfy the Laplace’s equation (1) and the three

homogeneous boundary conditions in (2) and (3) are

., hm n
Agy, n=0, and A;s ' COS x, n=12,...,

whgne WE have 1w IEtebenc, as A for n =0 and as 4, forn =1, 2, .. yploaded By: anonymous



The superposition principle yields another solution

nw LN TH

ul(x, y) = Agy + '\;‘F‘L,,smh—fu cos ——x. {7}
n=1 6

Finally, by substituting y = b in (7) we see

- M R
wx, b) = fix) = Ayb + 2(4” sinh ;fr)ccs—.i
\ i a

rn=1

1s a half-range expansion of f'in a Fourier cosine series. If we make the identifications 4yb = ay/2 and
_,qn Hj]]]'.l[”".'l_lg.]‘.l'rﬂ.!' =g, n= ]’ 2-.. — lt fOllOWS ﬁom (2) aIld (3) Of SeCtiOI'l 12.3 that

-} i
24.b = ;| Flx) dx
a g

a

1
A= fix) dx {8)
. Ci I!I} Jn

and

1T

7 T
— —| filx) cos —x dx
alg a
¥ "
s |
A,,=—| ffu-.m—nh {9)
HIT i

asinh—# "
e

The solution of the boundary-value problem (1)—(3) consists of the series in (7), with coefficients
Ap and An defined in (8) and (9), respectively.

[] Dirichlet Problem A boundary-value problem in which we seek a solution to an elliptic partial
differential equation such as Laplace’s equation vz, — ; within a region R (in the plane or 3-space)
such that u takes on prescribed values on the entire boundary of the region is called a Dirichlet
problem. In Problem 1 in Exercises 13.5 you are asked to show that the solution of the Dirichle
problem for a rectangular region

a’u a’u
—zopi—=l=l): (elp=lgy O<w=ph
da dy~

w(,v) =0, wla,y)=20
w(x,0) =0, ulx,b)=fix)

1S
T T 2 i nw
T : T £ e 7

ysin—x where A, =————— | fix)sin—xdx. (10)
a .. hwh | a

a sinh

wix,v) = EA. mlh

n=1

i
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Ok . . . . d
0o 02 04 06 08 |1

(b1 Isotherms

FIGURE 13.5.2 Surface is graph of partial sums when f{x) =100 anda=5 =1 1n (10)

. =1
narsinh nw

With the help of a CAS the plot of the surface defined byu(x, y) over the region g o=r=1.0=y=1
is given in FIGURE 13.5.2(a) You can see in the figure that boundary conditions are satisfied;
especially note that along y = 1. « = 100 for 0 = x = 1. The isotherms, or curves, in the rectangular region
along which the temperature u(x, y) is constant can be obtained using the contour plotting capabilities
of a CAS and are illustrated inFigure 13.5.2(b). The isotherms can also be visualized as the curves
of intersection (projected into the xy-plane) of horizontal planes u = 80, u = 60, and so on, with the
surface in Figure 13.5.2(a). Notice that throughout the region the maximum temperature is # = 100 and
occurs on the portion of the boundary corresponding to y = 1. This is no coincidence. There is a
maximum principle that states a solution u# of Laplace’s equation within a bounded region R with
boundary B (such as a rectangle, circle, sphere, and so on) takes on its maximum and minimum values
on B. In addition, it can be proved thatu can have no relative extrema (maxima or minima) in the
interior of R. This last statement is clearly borne out by the surface shown in Figure 13.5.2(a).

In the special case whenf(x) = 100, a = 1, b = 1, the coefficients 4, are given by A, =200

[] Superposition Principle A Dirichlet problem for a rectangle can be readily solved by separation
of variables when homogeneous boundary conditions are specified on two parallel boundaries.
However, the method of separation of variables is not applicable to a Dirichlet problem when the
boundary conditions on all four sides of the rectangle are nonhomogeneous. To get around this
difficulty we break the boundary-value problem

a7 a i

—+—=0, 0<x<g 0<y<b

dx~ dy

w0, v) =F(y), wla. V=G, 0<y<bh (11)
ulx, 0) = filx), ulx,b)=glx), 0<<x<a

into two Igroblems, each of which has homogeneous boundary conditions on parallel boundaries, as
sSIHWADENTS-HUB.com Uploaded By: anonymous



Problem |1 Problem 2

a9 ot
'S X 'S h
9 a%u r:'J:ua, FRTA
1+ =0; 0<a<a O0<y<h —+—=0, 0<x<a, 0<y<b
dx dy- ax dy~
w0, y) = 0, wla,vy) =0, 0<y<b (0, vy = Fiy), la, vy = Gly), 0=y =< b
wylx, 0) = filx). ulx. by =g(x), 0<x<a o, 0y = 0, lx, by =10, 0 < x < a

Supposeu; andu, are the solutions of Problems 1 and 2, respectively. If we define
u(x, v) = u,(x. ¥) + uslx. v), 1t 1s seen that u satisfies all boundary conditions in the original problem (11).
For example,

w(0, v) = 1,00, ¥) + wx(0,v) = 0 + Fly) = Fly)
wix, b) = wy(x, b) + wylx, b) = glx) + 0 = gix)
and so on. Furthermore, u is a solution of Laplace’s equation by Theorem 13.1.1. In other words, by

solving Problems 1 and 2 and adding their solutions we have solved the original problem. This
additive property of solutions is known as the superposition principle. See FIGURE 13.5.3.

¥ A ¥ : ¥
glx) i@, b glx) {a, i 0 (a b)
Fiy) V=0 Giv) = 0 e =10 0 + Fiy) -.;,-3“2 s Gy
x x ¥
flx fix) 0

FIGURE 13.5.3 Solution u = Solution u; of Problem 1 + Solution «, of Problem 2

We leave as exercises (see Problems 13 and 14 in Exercises 13.5) to show that a solution of
Problem 1 1s

; e na vIg ] o N
wlx,y) = z A,cosh—y + B, sinh—y ¢sin—x,
: | B a: ; @ f a
where
o . . ]
4, = —| flx)sin—x dx
aly a
1 & 3 . R nar
B,=—|—| glx)sin xdx — A, cosh b )_.
Ly \dlg a &1
sinh b '
a

and that a solution of Problem 2 is

; = nr : n .
Ho(x, ¥) = 2 A, cosh-—x +B_sinh-—x ¢psin —,
E Sl ML b b b

where
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o (b

2 . mw
A, = —| F(y)sin —y dy
¥ i} n W E:l " .

" \
l (_3. | z , T nr
B,=—|—| G{y)sin—ydy — A, cosh a |
Lo mm A\bl, 7 b & b
smh —a '

b

13.5 | Exercises Answers to selected odd-numbered problems begin on page ANS-31.

In Problems 1-10, solve Laplace’s equation (1) for a rectangular plate subject to the given boundary
conditions.
1. w0, v) =0, wla.y) =10
wlx, ) =0, ulx. b) = fix)
2 w0, y)=0, wla,y)=0
dui |

— =0, wix, b) =f(x)
dy fy=n0

3. w0, y)=0, uwla,y)=0
u(x,0) = fix), ulx,b)=10

i B g B g
dx EJ.'-U dx |x=na
wx,0)=x, wix.by=0

5 w0, v)=0, ull,y)=1—y

ai di
-— = e === ﬂ
d¥ ly=p ay ly—
du |
6. w(0,y)=g(y), —| =0
5 o PO
o di
— =0, — =0
0¥ |y=0 ay V-
aid
T = w0, v), u(mw,yv) =1
oX |y=n

wx,0) =0, ux.m)=10
8. w0, v)=10, u(l, =0

i

o = uix, ), ulx, 1) = fix)

=0

dy

9. w0, y)=0, w(l,¥y)=0
wlx, 0) = 100, wix, 1) =200
di
10. w0, v) = 10, i
’ T odx

= —1

=1

wx, N =0, wix, D=0

In Problems 11 and 12, solve Laplace’s equation (1) for the semi-infinite plate extending in the
positive y-direction. In each case assume that u(x, y) is bounded at y — .
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X

0 /‘ T
i =_,|;' (x)
FIGURE 13.5.4 Semi-infinite Plate in Problem 11
12 ¥
o
7 7
insulated ’//’f / insulated
7 7
7 1_
g F .

!
u=flx)

FIGURE 13.5.5 Semi-infinite Plate in Problem 12

In Problems 13 and 14, solve Laplace’s equation (1) for a rectangular plate subject to the giver
boundary conditions.

13. w0, v) =0, wla,yv)=0
ulx, 0) = fix), wlx, b) = g(x)
14. w0, v) = F(y). ula,v) = G(v)
ulx, ) =0, wlx,b)=0

In Problems 15 and 16, use the superposition principle to solve Laplace’s equation (1) for a square
plate subject to the given boundary conditions.

15 w0, v)= 1. wlm,v) =1
ulx, 1) =0, ulx, 7w) =1
16. w0, v) =0, w(2,y)=vy2—y)
x, 0=<x<=1

-

(x,0) =0, ulx,2)=
i ulx, 2) {L—.!'- l=x<?

17. InProblem 16, what is the maximum value of the temperature u for 0 <x <2,0<y <2?

= Computer Lab Assignments

18. (a) In Problem 1 supposea = b = x and f{x) = 100x(zx — x). Without using the solution u(x, y)
sketch, by hand, what the surface would look like over the rectangular region defined by 0 <
x<m0<y<m

(b) What is the maximum value of the temperature u for 0 <x <z, 0 <y <z?

(¢) Use the information in part (a) to compute the coefficients for your answer in Problem 1.

STUDER®supe tie dBplot application of your CAS to graph the paptioh sy )Areonsistog of



the first five nonzero terms of the solution in part (a) for 0 <x <z, 0 <y <z Use different
perspectives and then compare with part (a).

19. (a) Use the contour-plot application of your CAS to graph the isothermsu = 170, 140, 110, 80,
60, 30 for the solution of Problem 9. Use the partial sumSs(x, y) consisting of the first five

nonzero terms of the solution.
(b) Use the 3D-plot application of your CAS to graph the partial sum S5(x, y).

20. Use the contour-plot application of your CAS to graph the isothermsu =2, 1, 0.5, 0.2, 0.1, 0.05,

0, —0.05 for the solution of Problem 10. Use the partial sumS5(x, y) consisting of the first five
nonzero terms of the solution.

= Discussion Problems

21. Solve the Neumann problem for a rectangle:

#u a*u

e 0 0=x<a 0< ¥o= b
ix  dy

o o

= === = 0 ras
d¥ lh=n d¥ bap

o ol

- === =Eh ey h
R X fr=a

(a) Explain why a necessary condition for a solution u to exist is that g satisfy

|'\I--»:I
| glyidy = 0.
Jo

This is sometimes called a compatibility condition. Do some extra reading and explain the
compatibility condition on physical grounds.

(b) Ifu is a solution of the BVP, explain why u + ¢, where ¢ is an arbitrary constant, is also a
solution.

22. Consider the boundary-value problem

d i a- i

— i — =0, 0<xl 15 0Ty <w
ox dy”

w0, v) = wpcosy, u(l, y) = up(l + cos2y)
du du

T =0, — = 0.

¥ |y=0 gy

-

Discuss how the following answer was obtained

sinh{l — x) I
e T o v 1, M o

wlx, v) = upx + uy ;
sinh | zinh 2

sinh 2x cos 2y.

Carry out your ideas.
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13.6 Nonhomogeneous BVPs

— Introduction A boundary-value problem is said to be nonhomogeneous when either the partial
differential equation or the boundary conditions are nonhomogeneous. For example, a typical
nonhomogeneous BVP for the heat equation is

8 u
k

2

di
+ Fx, 1) = ar O0<x=<L, t>=0

ax
w0, ) = ug(t), w(L,t) = wylr), t =0 (1)
wx, M =flx), 0 < x <L

We can interpret this problem as a model for the temperature distribution ©# within a rod of length L
when heat is being generated internally at rate F(x, ¢); the temperatures at the ends of the rod vary
with time . The method of separation of variables may not be applicable to a boundary-value
problem when the partial differential equation or boundary conditions are nonhomogeneous. For
example, when heat is generated at a constant rate » within the rod, the heat equation in (1) takes on
the form

u g
| e e (2)
dx~ af

Equation (2) is readily shown not to be separable. On the other hand, suppose we wish to solve the
usual heat equation ku,, = u, when the boundaries x = 0 and x = L are held at nonzero temperatures
and u;. Even though the substitution u(x, #) = X(x)r(¢) separates the PDE, we quickly find ourselves a

an impasse in determining eigenvalues and eigenfunctions since no conclusion about X(0) and X(L)
can be drawn from u(0, ) = X(0)7(¢) = ug and u(L, t) = X(L)r(¢) = u;.

[] Change of Dependent Variable In this section we consider certain types of nonhomogeneous
boundary-value problems that can be solved by changing the dependent variable u to a new dependent
variable v by means of the substitution u# = v + y, where y 1s a function to be determined.

[] Time-Independent PDE and BCs We first consider a nonhomogeneous boundary-value problem
such as (1) where the heat source term F' and the boundary-conditions are time independent:

#*u di
kb)) = 0wl Lt 0
dx- af

w0, ) = wy. w(l,t) =y, t =0 i
H.:'_!."r'[}.] = f[".] 0<x< L.

In (3), uy and u; denote constants. By changing the dependent variable u to a new dependent variable
v by the substitution u(x, 1) = v(x, t) + y(x), (3) can be reduced to two problems:
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Problem 1: {k¢" + F(x) = 0, ¢(0) = uy, (L) = u,

v _
axt  at
Wl =0 vwl.6) =10

vix, 0) = flx) — ix).

Problem 2;

Notice that the ODE in Problem 1 can be solved by integration. Moreover, Problem 2 is

homogeneous BVP that can be solved straightaway by separation of variables. A solution of the
original problem is then

Solution u = Solution & of Problem 1 + Solution v of Problem 2.

There is nothing given above in the two problems that should be memorized, but work through the
substitution ,(x, 1) = v(x, 1) + w(x) €ach time as outlined in the next example.

EXAMPLE 1

Time-Independent PDE and BCs

Solve equation (2) subject to

w0, r) =0, u(l, 1) =uy t =0

wlx, 0) = fix), 0 <x<1.

SOLUTION Both the partial differential equation and the condition at the right boundaryx = 1 are
nonhomogeneous. If we let ux, 1) = vix, 1) + wix), then

du av ,_ du av
—=—=+ and — =
dx- ox-

at 2
since y, = 0. Substituting these results in (4) into (3) gives

d-v av
khl? for=e (5)
ox - al

Equation (5) reduces to a homogeneous PDE if we demand that y be a function that satisfies the ODE

k" +r=0 or

A e
wr I 3
Integrating the last equation twice reveals that
F -
dr(x) = ok = Sl St i o (6)

Furthermore,

w0, 1y =w0, 1)+ l(0)=10
wll.y=v(l.6)+ fi(l) = uy

We have v(0, ) =0 and v(1, ¢) = 0, provided we choose
W0y =0 and 1) = ug

Applying the latter two conditions to (6) gives, in turn, ¢, = 0 and ¢; = r/2k + u. Consequently
STUDENTS-HUB.com
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fi(x) = (— + H[-.) &

Finally: the initial condition u(x, 0) = v(x. 0) + Wix) implies vix, 0) = ulx, 0) — di(x) = fix) — @ix). Thus to

determine v(x, ¢) we solve the new homogeneous boundary-value problem

63'-* d'p
k— = 0 = 1, ¢t >0
Er.r at’

v, =0, wl,.00=0 =0

vix, 0) = fix) +—£¥ = (2}—£+ u)n D<x< ]

by separation of variables. In the usual manner we find

(==
e ’
= EA,,e T sinnwx,

n=1

where the initial condition v(x, 0) determines the Fourier sine coefficients:

i ; \

fix) + —x2 — r— + Mg J ¥ | sin namx dx. {7

A, =2
" . ﬁ;' n,{

A solution of the original problem is obtained by adding w(x) and v(x, ?):

r

L=

3
N Ll 2 n=1

where the coefficients 4, are defined in (7).

\ 7 [~ ? g
whxsd) ===tk [— 3+ H.-.) s = E_Ane T gin naTx,

{8)

Observe in (8) thatu(x, r) — wix) as t — cc. In the context of the given boundary-value problem, y 1s
called a steady-state solution. Since v(x, 1) — 0 asr — <, v 15 called a transient solution.

[] Time-Dependent PDE and BCs We now return to the problem given in (1), where the heat
source term /" and the boundary-conditions are time dependent. Intuitively one might expect that the
line of attack for this problem would be a natural extension of the procedure that worked in Example
1; namely, seek a solution of the form . ) = vix, 1) + wix, r). While the latter form of the solution is
correct, it is usually not possible to find a function of two variables w(x, ¢) that reduces the problem
inv(x, t) to a homogeneous one. To understand why this is so, let’s see what happens when
u(x,f) = vix, 1) + wix, 1) 1S substituted in (1). Since

8% v 3% du dv Al
s : and o=l {9)
e s T ar  ar 9t
(1) becomes
) dv  dr
fIsir | + AESHL T
ax? dx’ dt dt
v(0, 1) + (0, 1) = ug(n), WL, t) + L, t) = uglt) (10

vix, 0) = fix)

— i x, 0).

The bYakabt) SohtlitidsOdh v in (10) will be homogeneous if we demad@l@@ded By: anonymous



Ur(0, 1) = ug(r), WL, ) = uy?). {11)

Were we, at this point, to follow the same steps in the method used in Example 1, we would try to
force the problem in (10) to be homogeneous by solving ky, . + F(x, f) =y, and then imposing the
conditions in (11) on the solution y. In view of the fact that the defining equation for y is itself a
nonhomogeneous PDE, this is an unrealistic expectation. We try an entirely different tack by simply
constructing a function y that satisfies both conditions in (11). One such a function is given by

X
Wix, 1) = uglr) + E[m{rJ — uy()]. (12)

Reinspection of (10) shows that we have gained some additional simplification with this choice of i
since y,, = 0. We now start over. This time if we substitute

X
ulx, ) = vix, ) + uglf) + E[uﬁ.r] — uglt)] (13)

the problem in (1) becomes

v dv
k—+GxH=—0<xe<L, t>0
ax- dt

WO, =0 wWL=0,t>0 (14)

wWx, 0) = flx) — d(x,0), 0 < x <L,
where Gix, 1) = Fix, n — o,. While the problem in (14) is still nonhomogeneous (the boundary conditions

are homogeneous but the partial differential equation is nonhomogeneous) it is a problem that we can
solve.

[] Basic Strategy The solution method for (14) is a bit involved, so before illustrating with a
specific example, we first outline the basic strategy:

Make the assumption that time-dependent coefficients v, (¢) and G, (¢) can be found such that both
v(x, t) and G(x, ) in (14) can be expanded in the series

s g ) = . R
v, f) = > () sin——x and G(x.0) = >.G,(1) s'mT‘.xu (15)
n=| n=1

where sin(nmx/L) ,n = 1, 2, 3, ... are the eigenfunctions of X + Ax = 0. X0y =0, X(L) = 0
corresponding to the eigenvalues ), = o? = »?7%/12. This Sturm-Liouville problem would have beer
obtained had separation of variables been applied to the associated homogeneous BVP of (14). Ir
(15), observe that the assumed series for v(x, ¢) already satisfies the boundary conditions in (14).
Now substitute the first series in (15) into the nonhomogeneous PDE in (14), collect terms, and equate
the resulting series with the actual series expansion found for G(x, 7).

The next example illustrates this method.

EXAMPLE 2| Time-Dependent PDE and BCs
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#u dit
—immi—e) =l 1 )
dx - dt

w0, 1) = cost, wi(l.O) =0 t=>10
wx,0)=00<x<l.

SOLUTION  We match this problem with (1) by identifyingk = 1,L = 1, F(x, t) = 0,
ug(t) = cos £, uy(1) = 0, and f(x) = 0. We begin with the construction of y. From (12) we get

Yrix,t) =cost+x[0 —cost]=(1— x)cost,
and then as indicated in (13), we use the substitution
wlx, ) =vix,H + ({1 —x)cost {186)

to obtain the BVP for v(x, ©):

ﬂl‘l' dv
—+ (1l —x)sint = — 0<x<1,1t>0
dx~ ar
w0, =0, Wl,H=0,1t>=0 {17)

v, =21, 0<<x<1.
The eigenvalues and eigenfunctions of the Sturm-Liouville problem
Y¥+AX=0X0)=0 X(1)=0

are found to be A, = a: = wwandsinnwr,n=1,2,3,.... With G(x, ) = (1 — x) sinr W€ assume from (15) that

iy

for fixed 7, v and G can be written as Fourier sine series:

Ok
Vi = 2\*,,“3 sin RTX, {18)

n=1

and

(1 — x)sint = EGHEIJ sin px. (19)

n=1

By treating ¢ as a parameter, the coefficients G, in (19) can be computed:

o -1
A
G = T| (1 — x)sintsinnwxdy =2sint | (1 — x)sin nmxdy = —sin L.
I Jo nw
Hence,
e 2
(1 — x)sin¢ = E sin f sin RTX. (20)
o

We can determine the coefficients v, (¢) by substituting (19) and (20) back into the PDE 1n (17). To
that end, the partial derivatives of v are

4D

av

dax~

ol "‘I‘|' = =]
= Sv—rma)sinnwx and — = E v, () sin nax. {21)
= ol =
n=1 n=1

WaTtin®BENBDRE s B-cowe (1 —x) sin7 and using (20) and (21) we g¢ploaded By: anonymous



S - , = 2Eint |
E[L',,{!J + nrmv(t)] sin nwx = E SIN R,
n=1

a=1 R

We then equate the coefficients of sin nzx on each side of the equality to get

2sin ¢

vy () + nlwiv () = ]
RT

For each n, the last equation is a linear first-order ODE whose general solution is

W

) + {_"Rt._,—.lllr%t

nar

o nmesinf — cost
Pakd) = it + 1

where C, denotes the arbitrary constant. Therefore the assumed form of v(x, #) in (18) can be written

h n*mlsint — cost DT
vix, 1) = 2{3 + Le ”“7} SIn HITX. (22)

Py nmlnwt + 1)

The C, can be found by applying the initial condition v(x, 0) to (22). From the Fourier sine series,

gk ==
r— 1= 2 {— + C,:}s;in HTX

naintm + 1)

n=1

we see that the quantity in the brackets represents the Fourier sine coefficients b, for x — 1. That is,

=3 [ ~2 ~2
—+ C,=2| (x— Dsinnpwxde or ———+ C, =—.
na(ntat + 1) ' .|n ninta? + 1) " onm
pi 2
Therefore, ¢, = ————— — —
' nminm + 1) N
By substituting the last result into (22) we obtain a solution of (17),
_ 2 = [mPalsint — cost 4 e WT1 gTWEI)
vix, ry = — T L SIM MTTX.
[y nin'a + 1) H

At long last, then, it follows from (16) that the desired solution u(x, ¢) is

Jat J’H:n—’? sint —cost+e """ e "7
wix.t) =1 —x)cost + TE Ty ; == a1 M.
C} B 1 n(n'aw* + 1) n

Remarks

(i) If the boundary-value problem has homogeneous boundary conditions and a time-dependent term
F(x, t) in the PDE, then there is no need to change the dependent variable by substitutingu(x, ¢) =
v(x, t) + y(x, t). For example, ifu, and u; are 0 in a problem such as (1), then it follows from (12)

that y(x, £) = 0. The method of solution is basically a frontal attack on the PDE by assuming
appropriate orthogonal series expansions for u(x, ¢) and F(x, ¢). Again, ifuy and u; are 0 in (1), the
solution begins with the assumptions in (15), where the symbols v and G are naturally replaced by u
and F, respectively. See Problems 13—16 in Exercises 13.6. In Problems 17 and 18 of Exercises
13.6 you will have to construct y(x, ¢) as illustrated in Example 2. See also Problem 20 in
Exercises 13.6.
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foregoing discussion. The method outlined in Example 1 can be applied to the wave equation and
Laplace’s equation as well. See Problems 1-12 in Exercises 13.6. The method outlined in Example
2 is predicated on time dependence in the problem and so is not applicable to BVPs involving
Laplace’s equation.

13.6 | Exercises Answers to selected odd-numbered problems begin on page ANS-32.

= Time-Independent PDE and BCs

In Problems 1 and 2, solve the heat equation j,, = 4,0 < < 1, > 0 subject to the given conditions.
1 w(,1) = up, w(l,)=0

wlx, 0) = fix)
2 w0, t) =1y, w(l,r)=0
wlx, 0) = fix)

In Problems 3 and 4, solve the heat equation (2) subject to the given conditions.
3 w(0,8) = 1wy, w(l, 1) = uy

wlx, 1 =0
4. w(0, 1) = wy, w(l, 1) = u
wixe, 0) = fix)

5. Solve the boundary-value problem

au : did

k— +AeP=— B>00<x<1,t>0
ox- of

w0, 0H0=0, wl.n=0 =0

wix,0)=fix), 0<x<1,
where 4 1s a constant. The PDE is a form of the heat equation when heat is generated within ¢
thin rod due to radioactive decay of the material.

6. Solve the boundary-value problem

a*u du : :
k— —hu=—0<x<m, t=0
dx” o

w0, 0H=0, wimt)=uy. t>0

wx,0)=0 0<x<m.
The PDE is a form of the heat equation when heat is lost by radiation from the lateral surface o
a thin rod into a medium at temperature zero.

7. Find a steady-state solution y(x) of the boundary-value problem

a*u ol
k——hu— up) =—,0<<x<1, ¢t >0
ax” at

wWD. H=uy uwl,t)=0,t>0
wx,0)=fix), 0<x<1.

gTS@%RI ?—C}}I,_L%Et% solution y(x) if the rod in Problem 7 is semi-il]ﬁﬂigggr gégrélilng iH (‘g}he y%)%iaige

0 . . .
x-direction, radiatés %Jom its lateral surface into a medium at tempe?‘a € Z€ro, an



w0, =1y, limuwx,)=0, >0

X—r oo
wix,0) = fix), x=0.

9. When a vibrating string is subjected to an external vertical force that varies with the horizontal
distance from the left end, the wave equation takes on the form

o 0 d
o i Axr = =

dx~ dt=
where 4 is constant. Solve this partial differential equation subject to

w0, =0 wl.n=0t=0

wx, 0y =0, di =00 e 1;
o |r=0
10. A string initially at rest on the x-axis 1s secured on the x-axis atx = 0 and x = 1. If the string is
allowed to fall under its own weight for > 0, the displacement u(x, ¢) satisfies
E: au _ a'u
gt = gt
where g is the acceleration of gravity. Solve for u(x, ?).
11. Find the steady-state temperature u(x, y) in the semi-infinite plate shown in FIGURE 13.6.1
Assume that the temperature is bounded as x s co. [Hint: Use uix, v) = vix, v) + (v).]

y

1

u=10

0 — x

FIGURE 13.6.1 Semi-infinite plate in Problem 11
12. The partial differential equation

d-u 9%
i e )
dx” dy”
where 4> 0 is a constant, occurs in many problems involving electric potential and 1s known as

Poisson’s equation. Solve the above equation subject to the conditions

wly)=0, ww,y)=1, y>=0

wx, =0, 0<x<q.

= Time-Dependent PDE and BCs

In Problems 13—18, solve the given boundary-value problem.

-

a i i dil
= e Ty D Sy 2 20
ax” dt
13.
wl, )=0, wiwr.H =0, t=0
wx,0)=0, 0<<x< .
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a i dit
— kT B e g Sl
ox~ ar
14. :u i
=l =i g =01t 0
dx :'.r-[f' dx Y -

wx,0)=0, 0<x<.

-:'JEH au

5 Lebhpespensy = o ll<\aC lyer>D
15 dx- at

w,H=0 wl =0 r=0

wx, ) =x(1l —x), 0=<x=<"1

au a~u

7+ sinxcost =—, 0<<x<m, t >0
ox at
16. wi0.6=0, wim.) =0, t=0
du
wr0 =02 =0 0<x<mw
ot =10
ﬂ du

Rt | T ot 5o WO o
17. ax” at
w0, H=sint, w(l,.t)y =0, t=0
wx, =0 0<<x<1

a*u di
—+ 2t + 3x = ol O<x<L+t>0
I

18. ax-

RO =1l H=1, t>0

wx, ) =x2, 0<x<1

= Discussion Problems

19. Consider the boundary-value problem

#u dit
k—o=ir— D=l £330
dx” dt

w0, 1) = g, wl(l, 1) = u
w(x,0) = fix),

that 1s a model for the temperature # in a rod of length L. Ifu, and u; are different nonzero

constants, what would you intuitively expect the temperature to be at the center of the rod after a
very long period of time? Prove your assertion.

20. Read (i) of the Remarks at the end of this section. Then discuss how to solve

#u did

k—+ HFHx,.)=— 0<x< L t>0
ax” dt

di dii

. =0, — =0,¢t=0

0X |y—p 0% |yer

wx,0) = fix), 0 < x < L.
Carry out your ideas by solving the above BVP with k=1, L =1, F(x, t) = tx, and f(x) = 0.
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