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Common CV Applications
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Object Detection: Task Definition
4|

= Problem: Detecting and localizing generic
objects from various categories, such as
cars, people, etc.
Input: Single RGB Image

Output: A set of detected objects; For each object
predict:

1. Category label (from fixed, known set of
categories)

2. Bounding box (four numbers: x, y, width, height)

- Challenges:

Illumination, Viewpoint, deformations, Intra-class
variability, ...

Multiple outputs: Need to output variable numbers
of objects per image

Multiple types of output: Need to predict "what”
(category label) as well as “where” (bounding box)

Large images: Classification works at 224x224; need
higher resolution for detection, often ~800x600
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Object Detection: Bounding Boxes
5

1 Bounding boxes (usually)
cover only the visible portion
of the object

0 Bounding boxes are typically
axis-aligned

0 Oriented boxes are much less
common
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Comparing Boxes: Intersection over Union (loU)
_ 6 |

o How can we compare our
prediction to the ground-
truth box?

- Intersection over Union
(loU) (Also called “Jaccard
similarity” or “Jaccard
index”):

Area of Intersection

Area of Union

loU > 0.5 is “decent”,
loU > 0.7 is “pretty good”,
loU > 0.9 is “almost perfect”
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Detecting a single object
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more than one object!
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Detecting Multiple Objects
N

Need different numbers
of outputs per image

CAT: (x, y, w, h) 4 numbers

DOG: (x, y, w, h)

DOG: (x, y, w, h) 12 numbers
CAT: (X, y, w, h)

DUCK: (x, v, w, h)  Many
DUCK: (x,y, w, h)  numbers!
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Sliding Window

In the sliding window approach, we slide a box or window over
an image to select a patch and classify each image patch
covered by the window using the object recognition model.

Not only do we need to search all possible locations in the
image, we have to search at different scales.

The problem doesn’t end here. Sliding window approach is good
for fixed aspect ratio objects such as faces or pedestrians.

Number of windows is large and grows quadratically with the
number of pixels, and the need to search over multiple scales
and aspect ratios further increases the search space.

The huge search space results in high computational complexity
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Sliding Window with HOG method

sliding window
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Recap — HOG features

'FEERRN

Find a HOG template and use as filter
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Sliding window + HOG features

11 Slide through the
image and check if
there is an object at
every location

No person here
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Sliding window + hog features
e

11 Slide through the
image and check if
there is an object at
every location

YES!! Person match found
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Sliding window + hog features

o But what if we were
~ looking for buses?

No bus found
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Sliding window + hog features
s

o But what if we were
looking for buses?

No bus found
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Sliding window + hog features
o

5 We will never find the
object we don’t
choose our window
size wisely!

No bus found
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Sliding window + hog features
18 |

N0 Image

We need to do multi scale sliding window
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Sliding window + HoG with feature pyramid
19 |

o Sliding window technique is applied as usual over all the pyramid levels.

1 The window that produces the highest similarity score out of the
resizing's is used as the location of the detected object

p

- Filter F

- ‘% Score of F' at position p is
F-¢(p, H)

0 ¢(p, H) = concatenation of
’ HOG features from
HOG pyramid H subwindow specified by p

A feature pyramid of different image resizing
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Detecting Multiple Objects: Sliding Window
20

7 Question: How many possible boxes are there in an image of size
HxW?
Consider a box of size h x w:
Possible x positions: W—-w + 1
Possible y positions: H—h +1
Possible positions: (W—-w+1) * (H-h + 1)
Total possible boxes =

H W |
ZZ(W—w+1)(H—h+1)

h=1w=1

800 x 600 image
has ~“58M boxes!
No way we can

evaluate them all
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_HHA+1DHWW +1)
B 2 2

STUDENTS-HUB.com



Outline

Introduction

Traditional Computer Vision Techniques:
Sliding Window:
Region proposal approach (selective Search)

Deep Learning-Based Techniques:

Two-Stage Detectors:
R-CNN (Regions with CNN features)

One-Stage Detectors:
YOLO (You Only Look Once)

Other Detectors
Evaluation Measures

Benchmarks

STUDENTS-HUB.com Uploaded By: anonymous



Region proposal approach
22

- Takes an image as the input and output bounding boxes
corresponding to all patches in an image that are most likely to be
objects.

1 These region proposals can be noisy, overlapping and may not
contain the object perfectly but amongst these region proposals,
there will be a proposal which will be very close to the actual
object in the image.

7 We can then classify these proposals using the object recognition
model. The region proposals with the high probability scores are
locations of the object.

o An important property of a region proposal method is to have a
very high recall. This is just a fancy way of saying that the regions
that contain the objects we are looking have to be in our list of

region proposals.
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Region Proposals via Selective Search
]

O

It aims to generate a diverse set of potential regions in an image that may contain
objects.

It create region proposals from smaller segments to larger segments in a bottom-
up approach.

Algorithm steps:

Step 1: Starts by over-segmenting the image based on intensity of the pixels using
Felzenszwalb and Huttenlocher graph-based segmentation method. The goal of this step
is to over-segment the image into a large number of small regions.




Region Proposals via Selective Search

Step 2: From set of regions, choose two adjacent segments that are most similar based on
their similarity.

The similarity measure often considers color, texture, size, and shape features.

Step 3: Combine them into a single, larger region.
Use a hierarchical grouping algorithm (e.g., agglomerative clustering) based on the similarity measure.

The goal of this step is to merge similar segments into larger regions.

Step 4: Repeat step 2. Continue grouping until a stooping criteria satisfied.

Common stopping criteria used in the Selective Search algorithm:
Number of Region Proposals: Set a predetermined fixed number of proposals to generate.
Hierarchy Size: Limit the size of the hierarchy or the number of levels considered.

Segment Size: Smaller segments are likely to capture fine details but may not be as meaningful.

Step 5: Generate Bounding Boxes: For each group of similar regions, create a bounding box
that tightly encapsulates the regions in the group. These bounding boxes represent the final
region proposals.

Step 6: Object Detection: Pass the selected region proposals to an object detection model
(e.g., a classifier or a deep neural network) to identify and classify objects within those

regions.
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Region Proposals via Selective Search
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Deep Learning-Based Techniques
2z 4

CenterNet CPNDet

C Net riented-Reppoints
ornerNe /FSAF/ SA\PD /

~— Anchor Free

V] Det HOG Det  DPM 2018 2019 2020 2021 2022 YOLOvS YOLOVT
/ / / +AlexNet yoLoyl  YOLOVZ.  YOLOVS  yop oy YOLOVG
e | / SSD / RetinaNet / / 7
2001 2004 2006 2008 2012 One-stage
, 2016 2017 2018 2019 2020 2021 2022
.". ~ Anchor Based SSPNet Faster RCNN FPN Libra RCNN CenterMap DODet
Traditional Detection HOnR F"St O / Mﬂ?R( A / ascade RCNN / CGtid RCNN / ReDet /
Methods ! Two-stage L / /
2014 2015 2016 2017 2018 2019 2020 2021 2022

Deep Learning based
; Detection Methods

STUDENTS-HUB.com Uploaded By: anonymous



Deep Learning-Based Techniques

Anchor-based object detection relies on predefined anchors, which are small
rectangular boxes of various sizes and aspect ratios, to represent potential object
locations.

The object detection model predicts the bounding box of an object relative to the anchor
that best fits it.

Anchor boxes serve as reference templates at different scales and aspect ratios, helping the
model efficiently handle objects of various sizes and shapes.

This approach is widely used and has proven to be effective in various object detection
tasks.

Advantages of Anchor-Based:
Effective for handling objects of various scales and aspect ratios.
Provides a systematic way to propose candidate regions for object detection.

Anchor-free object detection, on the other hand, does not use predefined anchors.

Instead, it directly predicts the bounding box coordinates of objects, typically
represented by center points and dimensions.

Advantages of Anchor-free:
Simplifies the model architecture and training process.

Avoids the need for anchor design, making the model more flexible.
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Deep Learning-Based Techniques

Generate 15 anchor Scale 1  Scale 2 Scale 3
eacl
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Anchor Boxes

— Anchor-based Anchor-free

7 The left side is the anchor-based method which uses the fixed
different ratio aspects anchors to locate the location of an object,

and the right side is the anchor-free method that directly estimate
the bounding box.
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Deep Learning-Based Techniques
I

Two-Stage Object Detection: consist of two main stages: region proposal
and classification.
Region Proposal Stage: The first stage generates a set of region proposals, which
are potential locations of objects in the image. This stage typically uses a

specialized algorithm, such as Selective Search or Region Proposal Network
(RPN), to identify regions that are likely to contain objects.

Classification Stage: The second stage classifies each region proposal as either an
object or background. This stage typically uses a convolutional neural network
(CNN) classifier to extract features from each region proposal and classify it
based on those features.

One-Stage Object Detection: perform both region proposal and
classification in a single stage. One-stage object detection algorithms
typically use a CNN to predict bounding boxes and class labels directly
from the input image. The CNN is trained on a dataset of images that

have been labeled with bounding boxes and class labels.
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Deep Learning-Based Techniques

Both two-stage and one-stage detectors have their strengths and
trade-offs, making them suitable for different applications based
on requirements such as speed, accuracy, and computational
resources.

Speed: One-stage detectors are generally faster.

Accuracy: Two-stage detectors often provide higher accuracy due to the
separate region proposal and classification stages.

Complexity: One-stage detectors tend to be simpler and computationally
more efficient.
If accuracy is the primary concern, then a two-stage algorithm is
typically the best choice.

One-stage object detection algorithms are often used in
applications where speed is critical, such as real-time object
detection in video streams.
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Object Detection - Past vs. Present
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R-CNN (Regions with CNN features)

R-CNN (Region-based Convolutional Neural Network) is a two-stage
object detection framework that combines region proposals with
convolutional neural networks.

R-CNN consists of four main steps:

Region Proposal: R-CNN uses a region proposal algorithm (such as selective
search) to generate candidate regions in an image that are likely to contain
objects.

Feature Extraction: Each proposed region is cropped and warped, and the
features within these regions are extracted using a pre-trained Convolutional
Neural Network (CNN).

Object Classification: The CNN-extracted features are used to train Support
Vector Machines (SVMs) for object classification, determining the presence of
objects and their respective classes.

Bounding Box Regression: A separate regression model is trained to refine the
coordinates of the proposed bounding boxes, improving the localization accuracy
of the detected objects. This ensures that the bounding boxes tightly enclose the

detected objects.
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R-CNN (Regions with CNN features)
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R-CNN: Bounding Box Regression
36 |

[l

Bounding Box regression is a metric for measuring how well
predicted bounding boxes captures objects.

It aims to refine the predicted bounding boxes generated by the
region proposal stage to accurately enclose the detected
objects (ground truth bounding boxes).

Bounding Box Regression utilizes machine learning regression
technique to learn the offsets between the predicted bounding
boxes and the true object locations.

The target labels for regression are the corrections needed for
the coordinates of the proposed bounding boxes to match the
coordinates of the ground truth bounding boxes.
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R-CNN: Bounding Box Regression

- Bounding box regression: Predict “transform” to correct the Bbox
Rol: 4 numbers (t,, t,, t,, t,)

Consider a region proposal with

center (px, py), width p,,,, height p;,

Model predicts a transform (tx, ty, tw, th)
to correct the region proposal

The output box is defined by:

by = Dx + Pwlx  shift center by amount
by = Dy -+ phty relative to proposal size

by = pwexp(ty) scale proposal; exp ensures

b, = py exp(t,,) thatscaling factoris >0
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R-CNN: Bounding Box Regression
I TS

Consider a region proposal with
center (p,, p, ), width p,,, height pj,

Model predicts a transform (., t,,, t,,, t5)
to correct the region proposal

When transform is O,

The output box is: output = proposal

by = px + Dwitx

by =py + Dty L2 regularization

by = by exp(ty,) encourages leaving
bp = pp exp(tp) proposal unchanged
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R-CNN: Bounding Box Regression
234

Consider a region proposal with
center (px, py), width p,,, height p;,

Model predicts a transform (&, ty, t,,, ;)
to correct the region proposal

Scale / Translation invariance:

The output box is: Transform encodes relative

by = Px + Pwitx difference between proposal
by = py + Pnty and output; important since
by, = pyexp(ty) CNN doesn’t see absolute size
by, = ppn exp(ty) or position after cropping
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R-CNN: Bounding Box Regression
I

Consider a region proposal with
center (p.,p, ), width p,,, height pj,

Model predicts a transform (ty, ty, ty, ty)
to correct the region proposal

Given proposal and target output,
we can solve for the transform the

The output box is: network should output:
by = px + Pwix ty = (bx — Dx)/Pw
by = py + pnty ty = (by —py)/Pn

by, = Pw exp(tw) tw = log(bw/pw)
bp, = pp exp(tn) tp, = log(bn/pn)
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R-CNN: Bounding Box Regression

7 R-CNN Training

Input Image

Categorize each region proposal as positive,
negative, or neutral based on overlap with
ground-truth boxes:

Positive: > 0.5 loU with a GT box
Negative: < 0.3 loU with all GT boxes
Neutral: between 0.3 and 0.5 loU with GT boxes

Positive

Neutral

Negative

STUDENTS-HUB.com
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R-CNN: Bounding Box Regression
I

R-CNN Training

Input Image

Crop pixels from
each positive and
negative proposal,
resize to 224 x 224

GT Boxes Positive
Neutral Negative
STUDENTS-HUB.com

Run each region through CNN

Positive regions: predict class and transform

Negative regions: just predict class r e
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R-CNN Test-Time
43y

Input Image
- A 1. Run proposal method

2. Run CNN on each proposal to get class
scores, transforms

3. Threshold class scores to get a set of
detections

2 problems:
- CNN often outputs overlapping boxes

- How to set thresholds?

Region Proposals
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Overlapping Boxes: Non-Max Suppression (NMS)
o4

Problem: Object detectors often
output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

oU(m, m) =0.78
oU(m, m) = 0.05
oU(m, =) = 0.07
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Overlapping Boxes: Non-Max Suppression (NMS)
o4y

Problem: Object detectors often
output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

loU(m, =) =0.74
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Overlapping Boxes: Non-Max Suppression (NMS)
o4 4

Problem: Object detectors often
output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

.

y
i’\# ST
N\ PP

1. Select next highest-scoring box f
2. Eliminate lower-scoring boxes
with loU > threshold (e.g. 0.7)

3. If any boxes remain, GOTO 1
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Fast R-CNN
]

o Instead of extracting CNN feature vectors independently for each region
proposal, this model aggregates them into one CNN forward pass over the
entire image and the region proposals share this feature matrix.

1 Then the same feature matrix is branched out to be used for learning the
object classifier and the bounding-box regressor. In conclusion, computation
sharing speeds up R-CNN.

- - f:-' T ';‘j'_— — ?T-:l OUtpUtS-’ bbox
s - Deep softmax regressor
P i £U°) - ConvNet T

o[ ] RS — =

Rol FC :t: FC
7 pooling
| Rol \ el e
— ,—projection\\
Conv X Rol feature
featu re map vector For each Rol

Fast R-CNN is much faster in both training and testing time. However, the
improvement is not dramatic because the region proposals are generated

stursRaratgly by another model and that is very expensive. Uploaded By: anonymous



Fast R-CNN vs “Slow” R-CNN
R

Fast R-CNN: Apply differentiable
cropping to shared image features

[ Bbox [ [ Bbox | | Boox | Category and box
[ class | [ class | [ class | transform per region

|
Regions of z z z Per-Region Network
Interest (Rols) &) |&8]) |5
o

from a proposal Crop + Resize features
method

Image features

“Backbone” Run whole image

network:
AlexNet, VGG,
ResNet, etc

ConvNet

Inputimage
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“Slow” R-CNN: Apply differentiable
cropping to shared image features

[ Bbox || Class |
[ Bbox | | Class |

N
l Bhox | l Lt I Conv Forward each
Conv Net region through
Goiiv Net ConvNet
Net ﬁWarped image
m regions (224x224)

Regions of
Interest (Rol)
from a proposal
method (~2k)
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Faster R-CNN

An intuitive speedup solution is to integrate the region proposal algorithm
into the CNN model. Faster R-CNN is doing exactly this: construct a single,

unified model composed of RPN (region proposal network) and fast R-CNN
with shared convolutional feature layers.

classifier

propoy
cls layer ‘ t reg layer
Region Proposal Network

intermediate layer

conv layers \ - \
y / sliding window

P T LT AR 4

| 2k scores | | 4k coordinates I <mm  Kkanchor boxes

- |

— conv feature map
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Comparison
s

R-CNN Test-Time Speed

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45
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YOLO (You Only Look Once)

The R-CNN family of techniques primarily use regions to localize the
objects within the image. The network does not look at the entire image,

only at the parts of the images which have a higher chance of containing
an object.

The YOLO framework (You Only Look Once) on the other hand, deals
with object detection in a different way. It takes the entire image in a
single instance and predicts the bounding box coordinates and class
probabilities for these boxes.

You Only Look Once (YOLO) is a state-of-the-art, real-time object
detection algorithm introduced in 2015

The authors frame the object detection problem as a regression problem
instead of a classification task by spatially separating bounding boxes and
associating probabilities to each of the detected images using a single
convolutional neural network (CNN).
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How does the YOLO Framework Function?
53 |

-1 First, image is split into a SxS grid

-1 For each grid square, generate B
bounding boxes

-1 For each bounding box, there are
5 predictions

o Image classification and
localization are applied on each
cell grid.

o Each cell in the grid is responsible
for localizing and predicting the
class of the object that it covers,
along with the S=3,B=2
probability/confidence value.
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How does the YOLO Framework Function?

YOLO predicts both bounding box parameters and class probabilities for
each grid cell in a single forward pass through the network.

Bounding Box Predictions:

For each grid cell, YOLO predicts bounding box parameters. These

parameters include the coordinates (x, y) of the box's center, its width (w),
and its height (h).

Class Predictions:

YOLO predicts class probabilities for each bounding box within a grid cell. The
model assigns a probability score for each possible class that the object
might belong to (e.g., person, car, dog).

Confidence Score:

Each bounding box is associated with a confidence score. This score reflects
the model's confidence that the predicted box contains an object.
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How does the YOLO Framework Function?
.

S X S X B bounding boxes
confidence = Pr(object) x loU(pred, truth)

Bounding boxes + confidence

= TRab
"*‘:I it E "
Bl I

=g

S xS grid on input Final detections

Pr(Class. | object)

Class probability map
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YOLO Architecture
56 |

1 YOLO architecture is similar to . As illustrated below, it has

overall 24 convolutional layers, four max-pooling layers, and two fully
connected layers.

448

nz

(j
NURE =

14 Aoy 7 )
jLF Py ", k) X ><:
[ 14 i y 7
- | %2 258

512 W24 1024 1024 4094 T
Conv. Layar  Conv. Layer Conv. Laysrs ' Conv. Layers Conv. Layers  'Conv. layers = Conn. Layer  Conn. Layer
7T wbds-2 3x3Ix192 1x1x128 1x1x256) 4 1x1x512 V.5 Ix3x1024

4 Maxpool Layer 4 Maxpool Layer IxIx256 Ix3x512 3x3x1024 L 3x3x1024

22252 | 25252 1x1x254 1x1x512 3x3x1024 :
f Jx3x512 3=3x1024 Ix3x1024+2
4Maxpaol Layer  Maxpool Layer 4 A 4
2udsd 2xdpd
1 convelution 1 convolution 4 convelutions 4x2+2=10 22+2=46 2 convolutions
convolutions convolutions

|
24 convolution layers
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https://arxiv.org/pdf/1409.4842.pdf

YOLO Architecture

The architecture works as follows:

Resizes the input image into 448x448 before going through the
convolutional network.

A 1x1 convolution is first applied to reduce the number of
channels, which is then followed by a 3x3 convolution to
generate a cuboidal output.

The activation function under the hood is ReLU, except for the
final layer, which uses a linear activation function.

Some additional techniques, such as batch normalization and
dropout, respectively regularize the model and prevent it from
overfitting.
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YOLO Training

We need to pass the labelled data to the model in order to train it.
Suppose we have divided the image into a grid of size 3 X 3 and there
are a total of 2 classes which we want the objects to be classified into.

YOLO determines the attributes of the bounding boxes using a single
regression module in the following format, where Y is the final vector
representation for each bounding box.

Y = [pc, bx, by, bh, bw, c1, c2]
Here,

pc corresponds to the probability score of the grid containing an object.

bx, by are the x and y coordinates of the center of the bounding box with
respect to the enveloping grid cell.

bh, bw correspond to the height and the width of the bounding box with
respect to the enveloping grid cell.

c1 and c2 correspond to the two classes.
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YOLO Training

59
1 YOLO is a regression algorithm. What is X? What is Y?

o Xis simple, just an image width (in pixels) * height (in pixels) * RGB values
o YisatensorofsizeS*S*(B*5+(C)

o B*5 + C term represents the predictions + class predicted distribution for a grid block

b x 1
byl

b_h_1

GT label b_w_1

example:
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How to Encode Bounding Boxes?
_ 60 |

From the previous info we can have for e.g. * gh. gw: height & width of the grid

Y=[1.bx by, 32, 1.1, ¢2] * 0=bx=]
Bounding box centers s 0<bys<|
« First 1| means 100% of object presence * bhand bw can be more than 1

. Tourmana EETA,
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Intersection Over Unions or IOU

Most of the time, a single object in an image can have multiple grid box
candidates for prediction, even though not all of them are relevant.

The goal of the I0U (a value between 0 and 1) is to discard such grid
boxes to only keep those that are relevant.

Here is the logic behind it:

The user defines its IOU selection threshold, which can be, for
instance, 0.5.

Then YOLO computes the IOU of each grid cell which is the
Intersection area divided by the Union Area.

Finally, it ignores the prediction of the grid cells having an IOU <
threshold and considers those with an IOU > threshold.

Intuitively, the more you increase the threshold, the better the
predictions become.
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Intersection Over Unions or IOU
62

IOU Grid 2> 0.5

Grid 2 selected

Bounding
box

e Intersection Areo_ Ly, IOU Grid 1 < 0.5
Union Area

B8 zoumana KETA

We can observe that the object originally had two grid candidates, then only

“Grid 2” was selected at the end.
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Non-Max Suppression or NMS

_ 63 |
- Setting a threshold for the IOU is not always enough because
an object can have multiple boxes with IOU beyond the
threshold, and leaving all those boxes might include noise.

o Non-Max suppression algorithm:

Discard all the boxes having probabilities less than or equal to a
pre-defined threshold (say, 0.5)

For the remaining boxes:

1. Pick the box with the highest probability and take that as the output
prediction

2. Discard any other box which has loU greater than the threshold with
the output box from the above step

Repeat step 2 until all the boxes are either taken as the output
prediction or discarded
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Non-Max Suppression or NMS
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YOLO Objective Function

_ 65 |
-1 For YOLO, we need to minimize the following loss

- Sum squared error is used

&L E obj 12 2 Coordinate Loss: Minimize the difference
coor! ]l-ij (s — &:)° + (yi — U
’ 2;) Jz;) [ ) ] between x,y,w,h pred and x,y,w,h ground

i — 27| truth. ONLY IF object exists in grid box
Ao Z Z Y [(‘/w_ Vi) (‘/h_ - \/’T) ] and if bounding box is resp for pred

i=0 j=

Z XB: 129 (¢ - &, ) Confidence Loss: Loss based on confidence ONLY IF

i i=0j= there is object

N ~\2 | No Object Loss based on confidence if there is no
+ Anoobj ;;} 135 (Ci - Ci) ObjeCtJ

+ Z 1 > (pi(e) = Pi(e)?| Class loss, minimize loss between true

c Eclasses
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YOLO Generations
K
YOLO Timeline From 2015 to 2022

Authors
Zheng Ge
Songtao Liu Chuyi Li
Josiﬁgﬁggm Alexey Bochkovskiy  -Hau Yeh Feng Wang Lulu Li Alexey Bochkovskiy
Santosh Divwala  Joseph Redmon Joseph Redmon Chien-Yao w. Chien-Yao W. Zt?mlng Li Hongliang Jiang & Chien-Yao W.
Ross Girshick Ali Farhadi Ali Farhadi Jian Sun  Glenn Jocher Team* Hong-Yuan M. L

Hong-Yuan M. L Hong-Yuan M.L

YOLOX YOLOvVS YOLOvVS YOLOV?

YOLOv1 YOLOv2/9000 YOLOv3 YOLOv4 YOLOR . _

Unified, Befter An incremental Optimal Speed You Only Exceeding YOLO  No paper A single- Trainable bag-of-
Real-Time Faster Improvement And Accuracy of ~ Look One  Series in 2021 released  Stage object freebies sets new

Object Stronger Object Detection  Represenfa detection  state-of-arf real-
Detection tion: Unified framework time object

Network for for industrial detectors
Multiple applications
Tasks

(%) Too long to write on the diagram Publications Title
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Some Comparisons
67 |

better MS COCO Object Detection

57

56
55
YOLOvV7 is +120%
54
-9
<
53
=@®=YOLOV7 (ours)
o —e—YOLOR
; —e— PPYOLOE
« —o—YOLOX
) . —o— Scaled-YOLOVv4
“ / —8—YOLOVS5 (16.1)

7 9 11 13 15 17 19 21 23 25 27 29 31 33

5
better@ V100 batch 1 inference time (ms)
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Some Comparisons
65 |

50 — I —_— —
as
% a0 -
=
== >
§ 35 —f / —— Y OLO-VE
/ YOLO-vT
o | / — YOLO-w6 (2.0)
7, —- YOLO-vS (7.0)
L]
o 20 40 60 80
Parameters
55
1 —»
-
50 — . . — —a
w
; as
%
= 40 =
—
8
= 35 — e — YOLO-vB
f
YOLO-v7
/
/ L YOLO-w6 (2.0)
30 /
\. - YOLO-wS (7.0)
L] Ll LJ L LJ Ll
10 15 2.0 25 5.0 3s

Latency A100 TensorRT FP16 (ms/img)

STUDENTS-HUB.com

Uploaded By: anonymous




Outline

Introduction

Traditional Computer Vision Techniques:
Sliding Window:
Region proposal approach (Selective Search)

Deep Learning-Based Techniques:

Two-Stage Detectors:
R-CNN (Regions with CNN features)

One-Stage Detectors:
YOLO (You Only Look Once)

Other Detectors
Evaluation Measures

Benchmarks
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Other Detectors

Mask R-CNN
An extension of Faster R-CNN, Mask R-CNN,
Includes an additional branch for instance segmentation.
It simultaneously predicts object masks along with bounding boxes and class scores.

SSD (Single Shot Multibox Detector)

Similar to YOLO, SSD is a single-shot object detector that predicts bounding boxes and class scores at
multiple scales.

RetinaNet
Addressing the issue of class imbalance in object detection
It is known for its strong performance on datasets with a large number of background samples.

EfficientDet

EfficientDet focuses on balancing model efficiency and accuracy by using a compound scaling method
to optimize the model's depth, width, and resolution.

Cascade R-CNN

An extension of Faster R-CNN that aims to improve the accuracy of object detection by using a cascade
structure.

It refines the bounding box predictions in a cascaded manner.
CenterNet

Directly predicts object centers.

It achieves high accuracy with a single-stage architecture.
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Detectors Performance

50 EfficientDet-D6
D5 AmoebaNet + NAS-FPN
P &
- > -
D4 - #7
<01 .-—_-_._________—-— NAS-FPN
D3 /7
e -=" -
(Al 7’ - -
T o2 s _ - RetinaNet
€ 404 v
@ ’
O * " _
EfficientDet-D0 324 2.5B
| YOLOV3 [26] 33.0 71B (28x)
39 EfficientDet-D1 383 6.0B
RetinaNet [17] 37.0 97B (16x)
) r YOLOV3 MaskRCNN [8] 37.9 149B (25x)
! EfficientDet-D5* 49.8 136B
" AmoebaNet + NAS-FPN [37] * [48.6 1317B (9.7x)
3014 EfficientDet-D7 1 51.0 326B
J AmoebaNet + NAS-FPN [37]1%(50.7 3045B (9.3x)
TNot plotted, * trained with auto-augmentation [37].
0 200 400 600 800 1000 12'00
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Detectors Performance
2N

better More comparison on MS COCO min-val
60.00%
YOLOV7-E6E, 56.80%
YOLOV7-D6, 56.30% |
YOLOV7-E6, 55.90% . x
" | von.ow-wg,‘sa_.sqis EfficientDet-D7x
YOLOV7-X, 52.90% Dual-Swin-T(C-M-RCNN) &
YOLOV7, 51.20% -
Swin-B(C-M-RCNN) <
50.00% ViT-Adapter-B
° Deformable DETR
o 4500% © DETR-DC5-R101
r— -
$ F-RCNN-R101-FPN+
c
= YOLOV7-tiny-SiLU, 38.70%
E  4000% B
l —~—
<
35.00% e TR
| —a—YOLOV7 —o—PPYOLOE
:
30.00% i —a—YOLOX —4—~YOLOR
L H
i —=—YOLOVS (r6.1) —e—Transformers
25.00% — _— - — - — :
1 10 100
better
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Detectors Performance
=

80

Internlmage-H
DyHead (Swin-L, multi scale{elf=training)
60 DetectoRS (ResNeXt-101-64x4d" multi-scale)
NAS-FPN (AmoebaNet-D;"learned aug)
D-RFCN + SNIP (DPN-98 with flip,.multi=scale)

=19
<§E 20 Mask R-CNN (ResNeXt-101-FPN)
P Faster R-CNN (boxgrefinement, context, multi-scale testing)
O Q——————"‘
= yDSlZ
Fast=RCNN
20 &
0
2016 2018 2020 2022 2024
Other models - Models with highest box mAP
n'CE1pS: / é paperswitncode.com/sota/object-detection-on-coco
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Outline

Introduction
Traditional Computer Vision Techniques:
Sliding Window:
Region proposal approach (Selective Search)
Deep Learning-Based Techniques:

Two-Stage Detectors:
R-CNN (Regions with CNN features)

One-Stage Detectors:
YOLO (You Only Look Once)

Other Detectors
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Evaluating Object Detectors: Mean Average Precision (mAP)

Mean Average Precision (mAP) is a commonly used metric for evaluating the performance of
object detectors in computer vision tasks, particularly in the context of object detection.

MAP is calculated based on:

Precision and Recall

Precision: Precision is the ratio of true positive predictions to the total number of positive
predictions (true positives + false positives). It measures the accuracy of positive predictions.

Recall: Recall is the ratio of true positive predictions to the total number of actual positive instances
(true positives + false negatives). It measures the ability of the model to capture all positive
instances.

Intersection over Union (loU)

loU is a measure of the overlap between the predicted bounding box and the ground truth bounding
box.

Precision-Recall Curve

The precision-recall curve is generated by varying the confidence threshold of the model and
calculating precision and recall at each threshold.

Average Precision (AP)

AP is calculated by computing the area under the precision-recall curve. It represents the average
precision across all recall levels.

Mean Average Precision (mAP)
mAP is the mean of the average precision values calculated for each class. It provides an overall
assessment of the detector's performance across different object categories.
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mAP: Step-by-step

Run object detector on all test images (with NMS)

For each category, compute Average Precision (AP) = area under
Precision vs Recall Curve
For each detection (highest score to lowest score)
If it matches some GT box with loU > 0.5, mark it as positive and eliminate the GT

Otherwise mark it as negative

Plot a point on PR Curve

Average Precision (AP) = area under PR curve
Mean Average Precision (mAP) = average of AP for each category

For “COCO mAP”: Compute mAP@thresh for each loU threshold
(0.5, 0.55, 0.6, ..., 0.95) and take average
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Evaluating Object Detectors: Mean Average Precision (mAP)

All dog detections sorted by score

mm

All ground-truth dog boxes
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Evaluating Object Detectors: Mean Average Precision (mAP)

All dog detections sorted by score

>
m

Match: loU > 0.5

All ground-truth dog boxes

Precision=1/1=1.0
Recall =1/3 =0.33
-+ O

Precision
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Evaluating Object Detectors: Mean Average Precision (mAP)

All dog detections sorted by score

Match: loU > 0.5

All ground-truth dog boxes

Precision=2/2=1.0
Recall =2/3 =0.67
T O O

Precision

I
Recall 1.0
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Evaluating Object Detectors: Mean Average Precision (mAP)
_ 80

All dog detections sorted by score

>
mn

No match > 0.5 loU with GT

All ground-truth dog boxes

Precision =2/3 =0.67
Recall =2/3 =0.67

Precision

I I
Recall 10
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Evaluating Object Detectors: Mean Average Precision (mAP)
_ 81

All dog detections sorted by score

>
mm

No match > 0.5 loU with GT

All ground-truth dog boxes

Precision =2/4 =0.5
Recall =2/3 =0.67

Precision
@
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Evaluating Object Detectors: Mean Average Precision (mAP)
82

All dog detections sorted by score

>

mu

Match: > 0.5 loU /

All ground-truth dog boxes

Precision=3/5=0.6
Recall=3/3=1.0

T @ @
ke ®
% O
S @
| -
(a1
| I I
Recall 10
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Evaluating Object Detectors: Mean Average Precision (mAP)
_ 83

All dog detections sorted by score

>
um

All ground-truth dog boxes

® i/.
Dog AP =0.86
|

I I
Recall 1.0
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Evaluating Object Detectors: Mean Average Precision (mAP)

Run object detector on all test images (with
NMS)

For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve

For each detection (highest score to lowest score) Car AP =0.65
If it matches some GT box with loU > 0.5, mark it as Cat AP = 0.80

positive and eliminate the GT
Otherwise mark it as negative D08 AP =0.86

Plot a point on PR Curve mAP@OS =0.77

Average Precision (AP) = area under PR curve

Mean Average Precision (mAP) = average of AP
for each category
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Evaluating Object Detectors: Mean Average Precision (mAP)

Run object detector on all test images (with
NMS)

For each category, compute Average Precision

(AP) = area under Precision vs Recall Curve

o MAP@0.5 =0.77
For each detection (highest score to lowest score)
If it matches some GT box with loU > 0.5, mark it as positive mAP@OSS - 071

and eliminate the GT mAP@OGO = 065

Otherwise mark it as negative

Plot a point on PR Curve

Average Precision (AP) = area under PR curve mAP@O.95 =0.2

Mean Average Precision (mAP) = average of AP
for each category COCOmAP =0.4

For “COCO mAP”: Compute mAP@thresh for
each loU threshold (0.5, 0.55, 0.6, ..., 0.95) and
take average
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Object Detection Benchmarks
86

1 MS COCO (Microsoft Common Objects in Context)
One of the largest and most widely used object detection benchmarks.
Consists of 328,000 images with annotations for 80 object categories.

Provides evaluation metrics such as Average Precision (AP) and mean Average
Precision (mAP).
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Object Detection Benchmarks

_ 87 |
-1 PASCAL VOC Challenge

This benchmark is older than COCO, but it is still widely used.

Consists of about 20,000 images with annotations for 20 object
categories.

Evaluation metrics include mAP.
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Object Detection Benchmarks
1 KITTI Vision Benchmark Suite

This benchmark focuses on object detection in autonomous driving
scenarios.

Consists of 80,000 images with annotations for 3 object categories
(cars, pedestrians, and cyclists).

Provides metrics like precision, recall, and F1 score.
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